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ABSTRACT
While natural language systems continue improving, they are still
imperfect. If a user has a better understanding of how a system
works, they may be able to better accomplish their goals even in
imperfect systems. We explored whether explanations can support
effective authoring of natural language utterances and how those
explanations impact users’ mental models in the context of a natural
language system that generates small programs. Through an online
study (n=252), we compared two main types of explanations: 1)
system-focused, which provide information about how the system
processes utterances and matches terms to a knowledge base, and
2) social, which provide information about how other users have
successfully interacted with the system. Our results indicate that
providing social suggestions of terms to add to an utterance helped
users to repair and generate correct flowsmore than system-focused
explanations or social recommendations of words to modify. We
also found that participants commonly understood some mecha-
nisms of the natural language system, such as the matching of terms
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to a knowledge base, but they often lacked other critical knowledge,
such as how the system handled structuring and ordering. Based on
these findings, we make design recommendations for supporting
interactions with and understanding of natural language systems.

CCS CONCEPTS
•Human-centered computing→Natural language interfaces;
Empirical studies in HCI ;

KEYWORDS
natural language interaction, AI explainability, mental models

ACM Reference Format:
Michelle Brachman, Qian Pan, Hyo Jin Do, Casey Dugan, Arunima Chaud-
hary, James M. Johnson, Priyanshu Rai, Tathagata Chakraborti, Thomas
Gschwind, Jim Laredo, Christoph Miksovic, Paolo Scotton, Kartik Tala-
madupula, and Gegi Thomas. 2023. Follow the Successful Herd: Towards
Explanations for Improved Use and Mental Models of Natural Language
Systems. In 28th International Conference on Intelligent User Interfaces (IUI
’23), March 27–31, 2023, Sydney, NSW, Australia. ACM, New York, NY, USA,
20 pages. https://doi.org/10.1145/3581641.3584088

1 INTRODUCTION
Researchers have advocated for the use of natural language inter-
faces for decades [53, 134]. Recently, advances in natural language
processing (NLP) have made natural language interfaces possible
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for a variety of tasks, such as interacting with smart home de-
vices1, analyzing data [32, 39, 43, 54, 110, 138], and programming
[51, 69, 70, 72, 94, 98, 121, 137], among others. In complex contexts,
natural language interfaces may reduce complexity, enabling non-
experts to use previously inaccessible systems and lowering effort
for experts [79, 104]. Additionally, generative AI systems are be-
coming more prevalent, such as systems that generate artifacts like
code, text, or images, often from natural language [68, 108, 113]. In
this work, we consider a system in which users can enter a natural
language utterance, which the system processes to create a flow, or
a small trigger-action program.

While natural language technologies have come a long way,
users of natural language systems still often find themselves mis-
understood. One reason for this is that natural language systems
are still imperfect [48, 61, 95]. Lack of understanding of a system
can lead to gulfs between users’ expectations of systems and the
reality of what the systems can do [57–59, 74, 83]. This leads to
failures in the use of natural language systems, resulting in time
lost and frustration for users [16, 60, 139]. Researchers have begun
to consider how to help users repair during breakdowns, at which
point users need to figure out how to modify their input to receive
their desired output [7, 71, 131].

Explanations may be one way to help users better understand
and work with intelligent systems, including NLP systems. We use
a recent definition of explanations: ‘any means of helping users
achieve a better understanding of the AI system’ [115]. Explana-
tions have typically been studied in the context of classification
tasks or decision systems [3], often considering how explanations
impact users’ trust in those systems [100, 119]. However, research
on explanations in systems that generate artifacts has only just be-
gun, showing that users have unique needs in these contexts [115].
Gaps also exist in our understanding of how people use and under-
stand explanations for natural language interfaces [30]. Our work
contributes to the understanding of how people use explanations
to interact with and understand a natural language system that
generates flows.

In this work, we designed and implemented six explanation types
based on existing work in explanations [36, 115, 132]. We aimed
to provide insight into how our system functions, either through
1) system-focused explanations, which provide information about
how the flow is created based on the natural language, or 2) social
explanations, which provide information about how others success-
fully used the system. Our system-focused explanations represent
the many explanations which focus on providing information about
how a system processes inputs and generates output. In contrast,
our social explanations provide insight into how other users mod-
ified their inputs to move toward more successful task outcomes.
While these types of explanations have been suggested and in-
cluded in systems, little work has evaluated their impact on mental
models and users’ abilities to repair unsuccessful interactions with
a natural language system.

To explore our explanations for a natural language to flow system,
we ran a between-subjects study on Amazon Mechanical Turk
(n=252). Users had five attempts to create flows using the natural

1Amazon Alexa (https://alexa.amazon.com), Apple Siri (https://www.apple.com/siri/),
Google Nest (https://store.google.com/category/connected_home), etc

language system, with one of our explanation types or without an
explanation. We had three research questions:

• RQ1: How did explanations impact repair success, overall
correctness, and efficiency?

• RQ2: How did participants use explanations?
• RQ3: How did explanations impact users’ mental models of
the system?

Our social explanations, which suggested words or phrases to add
to an utterance, helped users more than system explanations or
explanations that showed words to modify. Participants also mod-
ified their utterances more often using social explanations than
system explanations. However, we did not find differences in users’
mental models across explanation types. While many participants
understood that the system was attempting to match their words
to a known set, many participants did not seem to have a full un-
derstanding of other aspects of the system, like structuring and
ordering. Our contributions are: 1) an empirical comparison of ex-
planation styles for a natural language system, 2) insight into users’
mental models of a natural language system that generates flows,
and 3) design recommendations for natural language systems.

2 RELATEDWORK
Our work contributes to efforts in natural language interface sup-
port, explainable AI, and mental models of AI systems.

2.1 Natural Language Interface Support
Our work broadly fits into the area of support for natural language
interfaces, and in particular, providing support to users inputting
natural language utterances and repairing their natural language
inputs in the case of a breakdown.

2.1.1 Input support. Natural language interfaces commonly pro-
vide one or more ways to support users inputting their utter-
ances. For example, systems provide auto-complete [17, 32, 54,
110, 121, 138], suggested utterances or examples [29, 32, 42, 114],
multiple alternate outputs [59, 102], and direct manipulation meth-
ods [43, 54, 69, 110]. Yet, only a few studies have considered the
effectiveness of particular types of input support for users. Compar-
isons of natural language systems have shown benefits of widgets
and auto-complete [43, 110]. Providing an explanation and options
for disambiguation also helped users [69]. However, variations on
suggested commands impacted the number of commands but not
users’ success rate [114]. Our study expands on knowledge about
input support for natural language systems through a comparative
study of explanations.

2.1.2 Failure handling in natural language processing. Due to the
challenges in interacting with natural language interfaces, re-
searchers have explored ways to support the ‘repair’ of breakdowns
in natural language systems. Breakdowns occur when a system
does not understand the user’s input, and repair is the process
of “recovering from the breakdown and accomplishing the task
goal” [7]. To perform repairs, users often attempt to expand or
reduce the scope of their input [59], or reword their input [59, 133],
but still need more support to be successful. Researchers have found
that agents should acknowledge breakdowns and suggest ways to
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repair [7], such as by correcting a previous input, or through ambi-
guity widgets [54]. Other systems have helped users repair through
instructions, interactions and examples [131], as well as using direct
manipulation through widgets [71]. We contribute new knowledge
on how explanations impact repair in a natural language system.

2.2 Explainable AI
There is a long history of research addressing the interpretability
and explainability of machine learning and AI [1, 6, 46, 49, 78, 119].
Interpretable machine learning is “the science of comprehending
what a model did (or might have done)” [46], while explainable
AI (XAI) “aims to make AI system results more understandable to
humans” [1]. We situate our work in the context of human-centered
XAI, explanations for natural language and generative AI systems,
explanations for automated planning, and social explanations.

2.2.1 Human-Centered Explainable AI. Explanations may have a
variety of benefits to users, such as enabling users to assess trust
and decide between models [100] and reducing bias [106]. However,
explanations do not always have the intended impacts [129] and
can cause misuse of AI systems [12, 35, 38, 75, 136]. Further, expla-
nations can be individual to particular systems [75] and users [117].
Researchers have developed frameworks and question banks to
support design of explanations [37, 73, 80, 127]. However, much
of the work in the design and evaluation of human-centric XAI
focuses on decision-based systems, such as medical decision sys-
tems [56, 96, 120, 135], bail decision systems [4, 33, 77], and recom-
mendation systems [62, 86, 93]. These explanations often focus on
feature relevance [19, 52, 129] and the impact of explanations on
trust [100, 136], persuasiveness [62], and acceptance of systems [50].
Our work addresses how explanations can support user perfor-
mance working with systems. The impact of explanations on task
performance has been mixed: explanations improved success on a
recall quiz for game events [101], but not for human-AI task assign-
ment [105] or collaborative performance for decision-making [12].
Further, the evaluation of explanations with proxy tasks and sub-
jective measures may not align with true performance [21]. The
work most related to ours is a study of three types of explanations
for supporting human task performance in crowd ideation [130]. In
this study, users understood the types of explanations similarly and
explanations that highlighted relevant words were the most useful,
compared to those that provided counterfactual suggestions. We
consider a set of similar, but different explanation types in the con-
text of a natural language system for generating flows and evaluate
performance as well as users’ mental models.

2.2.2 Explainable AI for Natural Language & Generative Systems.
We designed and evaluated explanations in a natural language
system that outputs small trigger-action flows, similar to generative
systems. Researchers have investigated explanations for these two
particular contexts, in which users may have specific needs.

Significant work in machine learning communities has addressed
explainability, interpretability, and transparency in natural lan-
guage processing (NLP) [30, 84, 99]. At a high level, explanations
for NLP systems are either local (for a specific input) or global (for
a model as a whole) and either self-explaining (explaining a model
using the model itself) or post-hoc (additional operations after a

model has made a prediction) [30]. The most common types of
explanations are local using feature importance, such as highlight-
ing input text or showing relations [30, 84]. Other explainability
techniques include using a surrogate model, showing examples,
showing the process by which a prediction was derived, or natural
language examples. While these explanations are often evaluated
in automated ways, researchers argue for human evaluation of ex-
planations [84]. Some research with humans has shown positive,
but nuanced results, such as that some types of highlighting may
be more helpful than others [90].

Researchers have also developed methods for explaining the
outputs of generative AImodels, in which users have different needs
than for discriminativemachine learning [81, 103, 115]. For example,
sliders and multiple alternative outputs improved users’ attitudes
toward the AI and supported new interaction methods [81, 82].
Confidence highlighting and alternate outputs supported users in
understanding a generative model [132]. Finally, an interactive
method for evaluating generated images resulted in high quality
and diverse images [140]. We build upon research in explainability
and support for users of generative models through the study of
how explanation types impact users’ ability to successfully generate
small trigger-action programs from natural language. We leverage
explanation types from prior work in the design of our explanations
(see Section 4).

2.2.3 Explainable AI for Automated Planning. The final AI com-
ponent of our system – an automated planner – processes the
information derived from the natural language interface in the
back-end. This component also comes with a long history of re-
search [5, 23, 24, 41, 66] in Explainable AI Planning (XAI/P) primar-
ily focused on two threads: explaining the logical constraints and
rules that support a flow [109] and explaining the knowledge that
supports those constraints [25] in terms of differences between the
user and the system models, the latter among the first algorithms
from the XAI/P community to support the contrastive, social, and
selective properties of explanations [87]. While a comprehensive
explanation of how our system works end-to-end would likely in-
volve explanations from both components – the natural language
processing unit in the front-end as well as the automated planner
that drives the back-end – in this paper, we focus only on the ex-
planations of how the natural language user inputs are processed.
How the individual components in the flow were constructed is
perhaps more relevant for developers, power users, and subject
matter experts.

2.2.4 Social Explanations. A recent push in XAI research has been
towards explanations that are socially-situated [36, 75, 115] and
based on knowledge from the social sciences [87]. Social expla-
nations have been primarily explored in recommendation sys-
tems [26, 34, 97, 111] and AI-supported decision making con-
texts [36]. They improved users’ perceptions of the quality of rec-
ommendations [97], increased the likelihood of users considering a
recommendation [111], and supported the calibration of trust [36].
Our work builds upon prior work through the evaluation of three
types of social explanations for a natural language system that
generates flows.
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2.3 Mental Models of AI Systems
One way to evaluate whether an explanation is supporting users in
understanding a system is to evaluate users’ mental models. The-
ories of mental models exist broadly, such as in human-computer
interaction, which considers how people think about systems [91],
as well as other fields like education [47]. Our work is particularly
related to the types and correctness of mental models, how mental
models change over time, and ways to improve mental models of
AI systems.

Users often have differing mental models of the same system and
varying degrees of correctness. One study in a game context showed
that users’ mental models were almost always accurate, though
none of the participants were able to win the game [133]. Other
studies have shown more variation in users’ mental modes, such as
for virtual personal assistants [118] and robots [10]. Mental models
may also be impacted by social factors, such as what a user thinks a
humanwould know [67], or media representations [10, 126]. Several
studies have considered the connection between soundness of men-
tal models and success interacting with a system, such as in a game
setting [11, 45] and when using a music recommender system [64].
Further, mental models likely aren’t static, as users iterate on their
mental models through exploration and elaboration [27, 125] and
learn about systems over time [14, 15]. The evolution of mental
models also relates to the ‘Theory of Mind,’ which considers how
people think about others’ minds based on interactions [13, 122].
These studies show that people’s perceptions and beliefs change
and evolve over time, such as based on the physical environment
in a Minecraft-like context [13], and through conversation with
a conversational agent [128]. Some methods may support the im-
provement of mental models, such as tutorials [64] and explana-
tions [65], though results for explanations have been somewhat
mixed. Explanations for a task assignment process improved users’
mental models [105], but non-technical users may overestimate the
correctness of their mental models [28]. Mental model accuracy can
also be affected by a variety of contextual factors, like type of expla-
nation, expertise [107, 117, 129], personal characteristics [86, 93],
and order of seeing system strengths and weaknesses [92]. We con-
tribute to the understanding of users’ mental models of AI systems
through users’ agreement with statements about our system and
users’ descriptions of how the system works.

3 CONTEXT: NATURAL LANGUAGE SYSTEM
FOR GENERATING TRIGGER-ACTION
FLOWS

We explore the impact of explanation types within a natural lan-
guage interface that generates trigger-action flows. We describe
flows, user interaction in our system, and finally how the system
processes users’ natural language.

3.1 Application Integration Automation Flow
We use the term ‘flow’ to describe a short trigger-action program
designed to automate application integration. In our context, the
first component in a flow is the trigger, or the event that causes
the following actions to take place. Each component has three
properties: the application name, the operation, and the object. For

example, a component could have the application Gmail, the opera-
tion create and the object email, which would create a new email in
Gmail. Our flows are similar to ‘if this, then that (IFTTT)’ programs,
commonly used in the internet of things or for consumer phone
automation 2. In business contexts, flows can automate application
integration. For example, imagine a marketing specialist who finds
customer leads. When they enter a new lead into an application
like Salesforce, they might want to also add the user to their email
list in Gmail and send a Slack message to their team about the
new lead. Various tools support the creation of this type of flow,
such as Workato3, IBM App Connect4, and SnapLogic5. Systems
often provide code-based and GUI-based methods for creating these
flows, such that users with a wide range of technical knowledge can
create them. In our system, users can generate a flow by writing an
utterance in natural language that describes their flow. Entering the
flow description using an utterance has two main advantages over
the use of the GUI: (1) the user does not have to navigate multiple
menus that they might not be familiar with, and (2) the processing
of the utterance acts as a sophisticated search function, finding
appropriate objects through their description in natural language
and generating a flow.

3.2 User Interaction
The user interacts with our system by entering an utterance, which
is a one-sentence description of their flow in English, as shown
in Figure 1. The system processes the natural language and then
displays the generated flow for the user. The version of the system
evaluated in this paper produces a flow template without hooking
into a user’s specific accounts and data. The current system also
requires that the user input natural language with common English
words which are translated to technical terms within the system,
such as ‘message’ in the input and ‘rawmessage’ in the generated
flow in Figure 1. Flows are displayed visually as a series of compo-
nents, with the application, object, and operation displayed on them.
The system by default does not provide any information about how
the natural language processing or flow generation occurs other
than the generated flow. The interface provides one text example
directly above the textbox to help a user understand the type of
utterance they can provide.

3.3 Natural language to flow implementation
The system has three steps, which together form a pipeline for
generating the flow: parsing, matching, and ordering (full techni-
cal description is available in Appendix A). Each step passes the
processed information to the next step, eventually producing one
generated flow. The way the system performs these processes im-
pacts how a user needs to write their utterance and what they might
need to change as part of repair in the case of a breakdown. We
used the following conceptual model of how flows are generated
to evaluate users’ mental models (see section 5.1.2). As noted in
Section 2.2.3, the explanations only surface combined details from

2https://ifttt.com/
3https://www.workato.com/
4https://www.ibm.com/cloud/app-connect
5https://www.snaplogic.com/
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Figure 1: User interface for our natural language to flow system. The system provides an example of an utterance, a text input
area and a submit button. Upon submitting an utterance, a flow is generated and displayed below the utterance. Flows consist
of connectors that have applications, actions, and objects.

the parsing and matching stages – the job of the third and final
ordering stage is to enforce what is detected in the first two.

3.3.1 Parsing. The first stage of the system parses the utterance
to determine candidate components using the Abstract Meaning
Representation (AMR) [8, 9, 89]. The result of the parsing is a di-
rected graph of the utterance structure with words labeled with
their part of speech. A useful property of an AMR-based parse is
that it loses syntactic variances in utterances for the same content,
meaning that we are likely to get the same parse for different ways
of describing the same flow in natural language [9]. From the parse
tree, the system extracts a triple: a candidate component, described
by an application name (e.g. “Gmail”), along with their mode of
operation (e.g. “create new”), the business object on which it will
operate (e.g. “an email object”), and whether the triple is likely to
be the trigger or an action. For example, for the utterance “When
there is a new message created on Slack, create files on Dropbox”,
the parsing step would produce two candidate components: a trig-
ger with the application “Slack,” object “message” and operation
“created,” and an action with the application “Dropbox,” object “files”
and operation “create.” During the parsing step, among the parts of
speech detected in the AMR parse, the system also looks for com-
mon patterns that indicate preferred orders using words like “from”,
“to”, “and”, “then”, etc (e.g. “Copy all my files from Dropbox to Google
Drive”, or “Send an email and then message me if I get a response” ).
These are commonly used patterns in the IFTTT6 (if-this-then-that)
paradigm. The candidate component terms and possible orderings
are passed to the matching step. In the parsing step, we expected
users to need to understand that the system is parsing natural lan-
guage to determine the structure of the flow, including parts of
speech and which components are triggers and actions. Further,
our system requires an application name to create a candidate com-
ponent and, due to limitations of the AMR model, works best if the

6IFTTT: https://ifttt.com.

application name, object, and operation are mentioned explicitly in
the utterance.

3.3.2 Matching. The matching step considers each candidate com-
ponent and attempts to match it to component meta-data stored in a
knowledge graph – this stage is crucial tomatching the (successfully
parsed) items the user mentioned to concepts (i.e. available services
and their properties) that the system understands. The knowledge
graph contains descriptions of applications, including the objects
and operations available for each application. The knowledge graph
also contains latent links, which are connections between simi-
lar pieces of information created using embedding distance and
graph neural networks [31, 112]. For each candidate component,
the system attempts to match it to a component available in the
knowledge graph and passes this set of components to the order-
ing step. In the current system, the matches returned from the
knowledge graph may include technical terms. Future knowledge
graph implementations could also provide terms in more general
forms for non-technical audiences. For example, from the candidate
components discussed above, the top matches are two components:
Slack create message (trigger) and Dropbox create file (action). The
system can also provide the five closest component predictions for
each candidate, along with a relevance score and meta-data. For the
matching step, we expected that users would need to understand
that there is a matching happening between their utterance terms
and a set of information in the system. However, there is not a
specific set of terms that must be used.

3.3.3 Ordering. The final ordering step, implemented using an
open-sourced AI planning service [85], receives the detected triples
along with detected orderings and enforces all this information in
the form of a constraints satisfaction problem. The planner uses the
candidate components from the parsing and matching steps and
API specifications of the inputs and outputs of component actions
to sequence the candidate components into a flow based on four
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considerations: the detected trigger, the detected components, any
detected orderings, and the outputs of one component that can
be piped to the input of another (e.g. if components A and B are
equally likely but B produces something that is an input to A, then
the flow A→ B is less likely than B→ A). If a trigger is detected,
then it is interpreted as a total order between the trigger component
and the rest of the flow.7 The trigger then is always followed by the
other actions, though the trigger does not need to be described first.
For example ‘When there is a new message created on Slack, create
files on Dropbox’ and ‘Create files on Dropbox when there is a new
message created on Slack’ will produce the same flow. We expected
that users would benefit from understanding that the ordering and
structure of the generated flow is based primarily on the way the
sentence is written and meta-data about the connectors, rather than
the order of words in the sentence.

4 EXPLANATION TYPES
We designed our explanations based on the information demands
of users of intelligent systems [73, 76, 115]. Researchers have found
that there are common sets of information needs, such as ‘why’
and ‘how’ systems work, the types of inputs and outputs systems
handle, the performance of the system, the impacts of changing an
input (‘what if’), and the limitations of systems. Our explanations
aim to address these needs. In this work, we compared our baseline
system with six explanation types: three system-based (system-
map, system-top and system-both), and three social explanations
(social-add, social-remove, and social-both).

4.1 Baseline
In the baseline condition (see Figure 1), participants only saw the
generated output flow. The baseline condition shows no additional
explanation of the system behavior or usage.

4.2 System Explanations
Our system explanations provide information to the user based on
how the system processes the user’s utterance to generate a flow.
They were inspired by prior work on the design of explanations
and common techniques for explanations in generative and natural
language systems [30, 115, 132]. The system explanations focus on
the ‘why’ and ‘how’ of our system in two ways: 1) highlighting
relevant natural language in the system-map explanation, and 2)
providing alternative outputs with confidences in the system-top
explanation.

4.2.1 System-map. Users of intelligent systemswant to understand
how the inputs are processed [76, 115]. Our system-map explana-
tion is based on explanations that highlight inputs in generative
code translation systems [115, 132]. Highlighting, or visually em-
phasizing the elements of input relevant to the produced output, is a
common approach in natural language and generative systems [30],
often using attention distribution [124] or an attention mecha-
nism [88]. Attention distribution was selected as one of three main

7Note that this can lead to an over-constrained system where the detected trigger
conflicts with a detected ordering from the user utterance. In such cases, the processing
pipeline runs itself again while ignoring the parsed orderings, thereby prioritizing the
trigger constraint.

methods of explaining generative AI systems and was described
favorably by users [115].

In the system-map explanation (see Figure 2-1), the user’s input
utterance is reproduced above the generated flow with colored
highlighting. The color of the text highlighting matches the bor-
der around the associated component. The words to highlight are
selected based on the parse of the user’s utterance. They are the
words the system uses to match to the knowledge base to find the
application names, objects, and operations for the flow components.

4.2.2 System-top. Users of intelligent systems also want to under-
stand the potential outputs of a system and the system’s certainty
or performance [76]. Our system-top explanation is similar to prior
systems showing alternatives andmodel confidence in explanations.
In a generative AI system, users wanted to know about the other
outputs the system could have generated [115]. Providing the con-
fidence of AI models is also a common and beneficial explanation
method for users in generative AI systems [115, 132], as well as
decision-based machine learning systems [18].

In the system-top explanation (see Figure 2-2), the system dis-
plays the top five predicted components for each component in
the generated flow. These can be considered alternatives, because
they are the next most likely components the system would have
selected. These top predictions are displayed in boxes below the
generated flow and are outlined in colors matching the correspond-
ing components in the flow. Alongside the name of each predicted
component is the relevance score, or the closeness of the match.

4.2.3 System-both. The system-both explanation provides both
the system-map explanation and the system-top explanation, as
shown in Figure 2. We chose to compare an explanation that in-
cluded both types of system-based explanations, as the two types
of explanations provide potentially complementary information.
The system-map explanation might indicate to a user the words
that they need to change or remove from their utterance, while
the system-top explanation might provide insight into words users
could add. Providing both types of explanations also has a risk that
users may be overwhelmed by the amount of information provided,
or perceive the cost of reading the explanation as too high [22].

4.3 Social Explanations
Our social explanations provide users with information about how
other users modified their utterances to move closer toward their
goal flow. These explanations address the ‘what if,’ ‘how to,’ and
‘limitations’ information needs [76]. We designed our social expla-
nations leveraging recent work exploring the design of explanations
based on usage and context [36, 115]. Research on an AI decision
support system explored explanations that showed whether other
users took system recommendations [36]. In the context of a gener-
ative AI system for code, an open design probe showed that users
wanted to know about other users’ experiences with the AI system,
including what the AI can do and what it can’t, especially in cases
where others had similar tasks or needs [115]. Thus, we designed
our social explanations to make suggestions to users on how they
can change their natural language to improve their outcome. The
core idea is also related to counterfactual explanations [123, 141]
that show how different inputs might change a decision boundary,
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Figure 2: Input, predicted flow and system explanations. The interface shows system-both, which includes what users see for
system-map (1) and what users see for system-top (2)

though counterfactual explanations are not necessarily social in na-
ture. We first describe the social-add, social-remove, and social-both
explanations, followed by the the data we used in the explanations,
and how we decided if a user was moving closer to their goal flow.

4.3.1 Social-remove: suggesting words to modify or remove. The
social-remove explanation (see Figure 3-1), suggests that users may
want to modify or remove words by highlighting and/or under-
lining those words (in this case, the system highlighted ‘and’, and
underlined ‘there’s’, ‘a’, ‘new’, ‘on’, ‘create’). We selected the words
to highlight and underline using two sets of words: 1) top five words
users frequently removed, and 2) top five words more common in
unsuccessful utterances than successful ones. If a word was in both
sets of words, the explanation highlighted it, while if it was only
in one list, the explanation underlined it. We selected the top five
words frequently removed by finding the words users removed
that improved the success of the following utterance (based on the
scoring algorithm described below). We weighted the frequencies
by the score of the resulting flow, as a more successful flow may
mean that removing that word was more beneficial. We selected
the top five words more common in unsuccessful utterances than

successful ones by comparing the frequencies of words in unsuc-
cessful and successful utterances. We chose the number of words
to highlight/underline and designed the social-remove highlighting
and underlining to closely resemble the system-map explanation,
in order to reduce the impacts of the amount of information and
design. For our system, common English words like ‘and’, ‘on’, and
‘new’ impact the content, structure, and ordering of the generated
flows. Other systems that do not leverage these common words
may want to remove these from suggestions.

4.3.2 Social-add: suggesting words and phrases to add. In the social-
add explanation (see Figure 3-2), the user is provided with a set of
words and three-word phrases they might want to add to their utter-
ance, based on other users’ data. Specifically, the interface suggests
up to three words a user might want to add to their utterance and
for each word, up to five three-word phrases other users have used
in successful utterances. To suggest words that a user might want
to add to their utterance, we used 1) common three-word phrases in
successful utterances, and 2) words users commonly added that led
to more successful flows. In order to find the three-word phrases
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Figure 3: Input, predicted flow and social explanations. The interface shows social-both, which includes what users see for
social-remove (1) and what users see for social-add (2)

to suggest, we split successful utterances into trigrams (sets of se-
quential three words) and calculated the frequency of the trigrams.
We then found the set of frequent trigrams that were not in the
user’s utterance, but had an overlapping word with the utterance.
To narrow down which trigrams to recommend, we selected three
recommendation words and grouped the trigrams by those words.
We selected these three words by finding the top words users added
to their utterances that improved flow scores, and weighted them
by the average score of the utterance after adding them. For each
utterance, the explanation then recommended the most frequent
words not in the user’s utterance that had common successful tri-
grams. The social-add suggestions were presented in a similar style
and format to the system-top explanation in order to control for the
amount of content presented and the style of presentation.

4.3.3 Social-both. The social-both explanation includes both the
social-add and the social-remove explanations (as shown in Figure 3).
Like the system-both condition, we explore providing both types

of social explanations together, as they provide complementary
explanation information, but also risk overwhelming users with
too much information.

4.3.4 Data and Scoring. In order to create explanations based on
other users’ data, we needed a set of user utterances. We acquired
these utterances by first collecting data for the baseline, system-map
and system-top explanation groups. To generate an explanation for
a user’s utterance, we took the utterances from our set of data that
were for the user’s particular task, in order to focus the explanation
on the user’s context. Our explanations use correct utterances,
incorrect utterances, and pairs of utterances in which the changes
move users closer to their goal flow. In order to establish which
utterance changes moved users closer to their goal, we scored
output flows with up to 12 points by comparing the generated flow
to the task flow. For each component in the generated flow, we
added to the score: 1 point per matching application, 1 point per
matching object, 1 point per matching operation, and 1 point per
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matching location. During this scoring, we maximized the score by
matching connectors in the generated flow to those in the task flow
such that those with the most matching features were matched first.
We then reduced the score by 2 for each extra component beyond
the number in the correct flow.

5 STUDY METHODS
We ran a between-subjects study to compare explanation methods
for our natural language to flow system.

5.1 Procedure
Participants 1) completed informed consent, 2) viewed instruc-
tions, 3) completed a training task, 4) completed three tasks with
or without an explanation, and 5) completed a survey. Participants
were randomly assigned to one explanation condition (baseline,
system-map, system-top, system-both, social-add, social-remove, or
social-both).

The tasks asked users to write a natural language sentence to
try to generate a provided flow. The task flow was provided as an
image (as shown in Figure 4). All users had an input textbox and
an example utterance as shown in Figure 1. The example utterance
was purposefully very similar to the training task, but unlike any
of the three main tasks. Users had up to five attempts to try to gen-
erate the correct task flow by inputting or modifying an utterance.
Upon submitting an utterance, the system would generate a flow,
displayed visually to the user in the same way as the tasks. This
enabled users to compare the generated flows to the task. If an
utterance generated a correct flow sooner than the fifth attempt,
the system moved the user on to the next task. If participants were
in a condition with an explanation, an explanation was shown with
each generated flow.

5.1.1 Tasks. All participants had the same training task first and
then three main tasks. Participants were distributed across the
nine possible orderings of the three tasks, to reduce the impact of
learning on the success of an individual task. All participants had no
explanation for the training task, which was designed to familiarize
participants with the system prior to introducing explanations. We
did not analyze the data from the training task.

The three main tasks (see Figure 4) were designed to have similar
and high difficulty: they each included three flow components. Par-
ticipants saw explanations for these tasks based on their condition.
The three main tasks asked participants to try to generate busi-
ness automation flows, in which an event triggers two actions in
sequence. The events and actions all include business applications
and data operations, like creating an issue in Jira. Our system was
designed to enable non-technical users to create these automation
flows using natural language. Since we ran our study using Mechan-
ical Turk, we aimed to select components for the tasks that were
accessible to non-business users as well. We designed the three
tasks to include different application names and details to reduce
overlap in the vocabulary used for each utterance.

5.1.2 Survey. In the survey we collected: demographic informa-
tion, prior experience with natural language systems, programming
experience, agreement on a 5-point Likert scale with six statements
about the system to capture users’ mental models (see Table 2),

and responses to three open-ended questions (two about how the
system works and one about use of the interface). We designed our
mental model questions based on prior work on mental models of
AI systems and the conceptual model of our system [44, 65].

5.2 Participants
We recruited participants on Amazon Mechanical Turk who met
the following requirements: had a HIT approval rate greater than
95% and were located in a country where English is the primary
language. We recruited four participants per condition who were
Master Turkers, but stopped requiring this due to slow recruitment.
We paid participants 4 USD (more than federal minimum wage for
a 15-20 minute task) and provided a 10 cent bonus for each attempt
users had left when they got the task correct, as an incentive, with
a maximum bonus of $1.60. Due to known issues with Mechanical
Turk work quality, we filtered our data, removing participants who
did not pass our survey attention check, had a non-English primary
language, did not follow directions, or had more than three system
errors. We analyzed data from a total of 252 participants, with 42 in
baseline, 40 in system-map, 40 in system-top, 37 in system-both, 33
in social-remove, 29 in social-add, and 31 in social-both. Participants
rated their programming experience on average as 3.9 out of 10 (SD
= 2.9, Median = 3). About half of participants had rarely interacted
with a natural language (NL) system, either 1-4 times (44%) or
never (9%). The other half of participants had interacted with an
NL system more often, either 4-10 times (20%) or 10 or more times
(27%). Most participants (65%) had undergraduate degrees, while
some had high school or less (25%) and some had graduate degrees
(10%).

5.3 Measures
We collected and analyzed the following measures:

• Correctness: A task was correct if it matched the task flow
or incorrect if it did not.

• Correctness in repair: Repair measures whether a task that
took more than one attempt was correct.

• Efficiency: The number of attempts it took users to get tasks
correct.

• Use of explanations: Changes in utterances between at-
tempts, whether the words added and/or removed were part
of an explanation, and survey responses about parts of the
interface that helped users.

• Mental model: Six mental model questions and users’ de-
scriptions of how they thought the system worked.

5.4 Analysis
We performed quantitative analysis on correctness and efficiency
measures and mental model survey questions and qualitative anal-
ysis on participants’ open-ended responses.

We used generalized linear mixed models (GLMM) and Wald
chi-squared tests to evaluate the effect of explanation type on cor-
rectness, efficiency, and mental model questions [40, 63]. Condition,
programming experience, natural language system experience and
education level were fixed effects and user was a random effect. We
also used task as a fixed effect for correctness and efficiency and
question as a fixed effect for the mental model questions. We used
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Figure 4: The three main tasks. Participants saw the image flow for each task.

the emmeans 8 package for pairwise post-hoc tests using the Tukey
method to adjust for multiple comparisons [55].

For the qualitative analysis, we used an iterative thematic analy-
sis approach [20] with inter-rater agreement. Two authors indepen-
dently read through participants’ responses to the three open-ended
questions, using an open coding approach. The authors then dis-
cussed the codes and themes, coming to agreement on the set of
codes. The authors independently applied the codes to 20% of the
data. Using Cohen’s Kappa with Jaccard distance due to multiple
codes per item, we had an inter-rater agreement of 𝜅 = 0.77, which
is considered substantial agreement. The authors then indepen-
dently coded the remaining data.

6 RESULTS
We answer our research questions: 1) how do explanations impact
repair success, overall correctness, and efficiency, 2) how did partic-
ipants use explanations, and 3) how did explanations impact users’
mental models of the system?

6.1 RQ1: How do explanations impact repair
success, overall correctness, and efficiency?

6.1.1 Ability to repair: correctness after first attempt. We expected
explanations to help participants the most in repair, as they received
an explanation for each task only after generating at least one
incorrect flow. We found a main significant effect of condition
(𝜒2 (6) = 21.7, 𝑝 < 0.01) and task (𝜒2 (2) = 20.2, 𝑝 < 0.001) on
repair correctness (see Figure 5).

Post-hoc tests showed that participants with social-add were
able to repair more successfully than those in the in the system-map
(𝑝 < 0.01), system-top (𝑝 < 0.05), and social-remove (𝑝 < 0.05)
conditions. Participants with social-both explanations were also
significantly more successful at repair than those with social-remove
(𝑝 < 0.05) and marginally more successful than those with system-
map (𝑝 = 0.05). Though we expected the three tasks to have similar
difficulty, participants had higher repair success rates in task A
than task B (𝑝 < 0.01) and task C (𝑝 < 0.001). Note, participants
saw tasks A, B, and C in different orders to balance for the effects
of learning.

8https://www.rdocumentation.org/packages/emmeans/versions/1.8.1-1

Figure 5: Percentage of participants who got each task correct
per condition after the first attempt

Figure 6: Overall percentage of participants who got each
task correct.

6.1.2 Overall correctness. Task correctness tells us whether par-
ticipants were able to use natural language to generate their goal
flow, including on a first attempt. This measure evaluates if ex-
planations impacted users’ abilities to use the system effectively
even before needing to repair. An improved mental model based
on an explanation might lead users to only need one attempt on
subsequent tasks. We found significant main effects of condition
(𝜒2 (6) = 25, 𝑝 < .001) and task (𝜒2 (2) = 48.6, 𝑝 < .001) on overall
correctness. There were also marginal effects of prior experience
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Table 1: Mean±standard deviation words added and removed per condition from explanation, not from explanation (other),
and overall. Commonly added and removed words are bolded if they appeared in explanations for that condition.

Cond-
ition

Removed
from ex-
planation

Removed
Total

Common words removed Added
from ex-
planation

Added
Total

Common words added

Baseline n/a 3.0±3.4 create(65), a(52), on(36),
and(35), in(33), to(30)

n/a 3.2±3.6 create(85), a(64), on(49),
in(45), new(34), when(33)

System-
map

1.1±1.4 3.4±3.9 create(100), a(74), on(61),
to(44), new(39), then(38)

0.5±0.9 3.5±3.7 create(103), a(77), on(70),
and(42), to(41), new(39

System-
top5

0.3±0.6 3.3±4.0 create(85), a(56), to(49),
in(47), then(45), and(42)

0.3±0.7 3.5±3.7 create(96), a(60), in(54),
created(54), to(53), and(48)

System-
both

0.2±0.5 2.5±2.8 create(65), on(36), a(29),
mailmessage(23), new(20),
and(19)

0.2±0.5 2.7±3.0 create (58), a(37), on(28),
new(26), in(25), mes-
sage(25)

Social-
remove

1.4±2.0 3.3±3.5 create(81), a(64), on(59),
and(46), created(39),
in(38)

0.4±0.8 3.3±3.3 create(78), on(56), a(52),
and(39), created(38), mes-
sage(34)

Social-
add

0.6±1.3 2.6±3.0 a(43), in(36), create(31),
new(28), on(25), and(22)

1.0±1.6 2.7±3.0 on(50), a(41), create(36),
created(32), then(29),
in(27)

Social-
both

1.1±2.0 2.9±3.2 create(73), a(42), on(41),
in(38), and(33), then(28)

1.0±1.7 3.0±3.3 create(74), on(62), a(49)
in(34), created(34),
and(32)

with natural language systems (𝜒2 (3) = 7.5, 𝑝 = .06), and edu-
cation level (𝜒2 (3) = 6.9, 𝑝 = .08). Post-hoc tests showed that,
like for repair, social-add had significantly higher task correctness
than system-map (𝑝 < .05), system-top (𝑝 < .05), and social-remove
(𝑝 < .001). Social-both also had significantly higher task correctness
than social-remove (𝑝 < .05). Again, for task, participants got sig-
nificantly more task A correct than B (𝑝 < .001) and C (𝑝 < .001).
Figure 6 shows the percentages of users who got each task correct
per condition and task. Overall correctness closely followed the
results of repair, though some personal qualities may have also had
an influence in overall success.

6.1.3 Efficiency: attempts to success. The number of attempts gives
us an understanding of how efficient users were in generating cor-
rect flows. Participants could take up to five attempts for each
task. We did not want the number of incorrect tasks, which al-
ways had five attempts, to skew this analysis, so we only compare
the number of attempts for tasks that were correct. We found a
significant main effect of task on number of attempts to success
(𝜒2 (2) = 15.2, 𝑝 < 0.001). The post-hoc follow-up test showed
a significant difference between tasks A and B (𝑝 < 0.001) and a
marginally significant difference in the number of attempts between
tasks A and C (𝑝 = 0.08).

6.2 RQ2: How did participants use
explanations?

To answer this question, we analyzed how participants modified
their utterances and how participants talked about using the ele-
ments of the interface to author their utterances.

6.2.1 How did participants modify their utterances? To understand
how participants used explanations, we explored how often partici-
pants added and/or removed words mentioned in the explanations.
We used Python’s difflib library 9 to analyze the words added and
removed between successive utterances. Due to the differing nature
of the explanations available, we descriptively report the average
number of words added and removed per condition, how many
of those words appeared in the explanation provided, as well as
common words added and removed (see Table 1). The bold words
appeared in explanations for that condition.

For the system-map and the system-both conditions, we would
expect that participants might remove or move highlighted words
to try to correct their utterances. We did find that participants in
system-map removed on average 1.1 words that were highlighted
(SD=1.4). However, those in system-both only removed on average
0.2 highlighted words (SD=0.5). For the system-top condition, we
might expect participants to add words from the presented top
five connectors, though participants only added on average 0.3
words displayed in the explanation (SD=0.7). The system expla-
nations focused on the actions, like ‘create’ and ‘created’, as well
as the entities, like ‘message’ or ‘mailmessage’. However, many of
the words changed in the utterances were words that impacted
the structure of the utterance, like ‘a’, ‘on’, ‘and’, and ‘then’. Some
words were frequently both added and removed, like ‘create.’ This
may have occurred because users were experimenting with adding
and removing the word throughout their attempts or because they
needed to change where in an utterance a word was located. For
example, users often added ‘create’ to their utterances, as this was
a common operation in the tasks. However, they also often needed

9https://docs.python.org/3/library/difflib.html
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Table 2: Mental Model Questions, rated on a Likert Agreement scale 1: Strongly Disagree, 5: Strongly agree

Question (shortened) Agreement
T1-part-speech: The system looks for and uses certain parts of speech M=4.1, SD=0.7
T2-match: The system attempts to match terms to a set of application, action, and object names. M=4.1, SD=0.7
T3-app: The system requires application names M=4.1, SD=0.9
F1-component: One action or task always corresponds to one flow component M=3.4, SD=0.9
F2-specific: There is one set of specific keywords, all of which must be in the sentence. M=3.5, SD=1.0
F3-order: The order of the input is always going to relate to the order of the flow. M=3.7, SD=1.0

to replace ‘create’ with ‘created’, because the flows are triggered
by a first operation like a message that was created. Participants
in the social conditions added and removed around one word from
the explanations across the three conditions. However, for all con-
ditions, participants added and removed close to two words not
from explanations, based on the total numbers of words added and
removed.

6.2.2 What information helped participants to use the system? The
survey asked participants if they used any particular information in
the interface or prior knowledge to help them in using the system.
Our qualitative analysis showed that participants most often talked
about the example sentence (33%) and occasionally referenced the
instructions (4%) which were both available in all conditions. Par-
ticipants talked about using the two main forms of feedback from
the system: explanations (13%) and the flow diagrams generated by
the system (17%). Participants also talked about prior experiences
helping them, including trial and error with the system (11%), as
well as prior knowledge from other experiences like programming
classes (15%).

6.3 RQ3: How did explanations impact users’
mental models of the system?

6.3.1 Mental model survey questions. In the survey, participants re-
sponded with their agreement (strongly disagree to strongly agree)
for six statements about the system (see Table 2). Three of the
statements were correct (T1-T3) and three were incorrect (F1-F3).
We hypothesized that the explanations would impact users’ under-
standing of how the system works. However, we did not find sig-
nificant differences across explanation types for the mental model
questions. There was a significant effect of prior experience with
natural language systems (𝜒2 (3) = 13.5, 𝑝 < .01) and of ques-
tion (𝜒2 (5) = 1420.1, 𝑝 < .001). There were also marginal effects
of programming experience (𝜒2 (9) = 15, 𝑝 = .09) and education
level (𝜒2 (3) = 6.9, 𝑝 = .08). Post-hoc tests showed that those who
have interacted with natural language systems 10 times or more
had significantly stronger correct agreement with mental model
statements than those who had interacted with systems 4-10 times
(𝑝 < .01) and marginally stronger correct agreement than those
who interacted with natural language systems 1-4 times (𝑝 = 0.08).
Participants were more likely to agree with the true statements
and less likely to agree with the incorrect statements. We found
participants’ agreement with each true statement was significantly
higher than their agreement with each false statements (𝑝 < .001).

F3-ordering also had significantly higher incorrect agreement than
F1-component (𝑝 < 0.01) and marginally higher than F2-specific
(𝑝 = 0.08). Figure 7 shows the overall number of participants who
agreed or disagreed with each statement.

Figure 7: Number of participants who chose each agreement
level for the six statements describing the system

6.3.2 How did participants describe how the system works? We
asked participants to describe how they thought the system trans-
lated their natural language to a flow and if they used any particular
words or language that they thought helped them succeed. Table 3
shows our thematic analysis codes for participants’ responses to
these questions and the percentages of participants who mentioned
each code. We grouped the types of responses by correctness, simi-
lar to prior work on mental models of AI systems [65].

We found that participants most often talked about keyword
matching (59% of participants), followed by structuring (38% of
participants). Participants often seemed to correctly understand
that the system was attempting to match particular words in their
utterances to a set of words within the system. Some also seemed
to correctly understand that their utterance needed to have a par-
ticular structure (such as When X then Y) in order for the system
to parse it correctly, though this was less common. Much more
rarely, a few participants also talked about the system needing re-
lated words to be close together and that the system was splitting
their sentences into parts and processing each of those parts. Some
participants talked about the system needing simple input (26% of
participants). In some ways, this is correct, as including extraneous
or unnecessary details can result in more errors. However, there is
a limit to this, as the system also needs some form of structure from
the natural language itself - if the input is too simple or phrased
like code, the system will have a hard time processing it.
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Table 3: System Understanding: Thematic Analysis Codes and Themes

Correct? Code Description % users
Correct keyword matching The system has a knowledge base, recognizes certain keywords (app

names, actions verbs, etc.), ignores stop words or words that it can’t
recognize

59%

Correct structuring The system recognizes certainwords that are used to create the structure
and ordering of the flow such as if/then, when/then, comma, and

38%

Correct connecting words Tie words together, place them near each other 4%
Correct divide and conquer The system splits the sentence into small parts 4%
Partial simple input Can only recognize machine-like simple literal direct instructions 26%
Partial writing style Use of passive voice, past/future tenses, specific, descriptive, normal

language styles, etc.
8%

Partial problematic words Some words (e.g., connecting words, nouns) are prone to errors 4%
Incorrect random component A new component was created for no reason 9%
Incorrect left-to-right order-

ing
Order the flow in the order of which the words appear in the sentence
(left to right)

9%

Incorrect ignored ordering The system ignored the ordering 1%
N/A uncertain Don’t know, uncertain, confusing 14%

Participants most often had misconceptions about the way the
system handled ordering (10% of participants) and about the genera-
tion of components (9% of participants). Participants either thought
that the system took the ordering of a sentence from left-to-right
to generate a flow, or ignored the ordering entirely. Participants
also talked about random components being generated that they
did not ask for. This was caused by issues in the matching between
terms in the utterance and terms in the knowledge base, which
participants did not seem to understand.

7 DISCUSSION AND DESIGN
RECOMMENDATIONS

We discuss design recommendations for explanations, future direc-
tions for understanding and improving users’ mental models, and
task design considerations for evaluating explanations for natural
language systems.

7.1 Exemplary and Contextual Explanations
Our results showed differences in the effectiveness of explanations
for supporting repair and overall correctness in usage of a natural
language system that generates flows. In particular, social-add and
social-both better supported users than system-map, system-top, and
social-remove. While our social explanations were inspired by exist-
ing work on social explanations that show other users’ interactions,
they were also more concrete than the system-focused explana-
tions. Thus, the improvements we saw from our social explanations
may be more due to the concrete nature of these explanations. In
particular, our results indicate that systems can support users by:
1) providing examples of successful utterances, and 2) providing
task or context specific support.

One way to support users in a natural language system may be
to provide examples of effective natural language. Our social-add
explanations showed words and phrases that other successful users
included in their utterances. Further, 33% of participants reported
that they used the provided static example sentence to help them

author their utterances. In contrast, system-map and social-remove
explanations draw attention to words that a user may want to mod-
ify, without suggesting how. System-top provided top predictions
for flow components, which provides information about the vo-
cabulary the system uses for components, but does not provide
natural language structure or style. Participants may have tried to
remove problematic terms from their utterances based on these
explanations without replacing them with helpful terms. Further,
in the social-remove condition, there was no guarantee that the
explanation correctly pointed out what needed to change.

Showing users successful natural language utterances alignswith
the many systems that provide auto-complete [17, 32, 54, 110, 121,
138] and example or suggested utterances [29, 32, 42, 114]. Social-
add explanations also answer ‘how to’ questions, which have been
identified as a user need [73, 115]. In contrast with common sup-
port, we showed that providing information about how other users
modified their utterances was helpful to users in repair, somewhat
similar to counterfactual explanations [123, 141] or example-based
explanations [116] in decision systems. Future work could explore
the types of exemplary support and the contexts in which they
work best.

While participants seemed to understand at a high level that
our system attempts to match terms from their utterances to a
knowledge base, it was often not enough to help users succeed. In
particular, a common issue users had in tasks B and C was using
terms from the provided task flows, like ‘formentry’ or ‘mailmes-
sage’ in their natural language utterances. Instead, users needed
to break these terms into natural language, like ‘form entry’ or
use synonyms that exist in dictionaries like ‘email’. Users’ general
mental model of keyword matching often did not help them resolve
these issues. Our social explanations were task-specific and com-
municated the system’s ‘limitations’ [115]. We implemented task
specificity in our social explanations by generating an explanation
for a particular utterance using data from previous users for the
same task. This method controlled whether the information shown
to users was actually relevant for their task in our study. However,
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a real system doesn’t know the user’s task, so it needs a way to
make an educated guess about the data it should use in a social
explanation. One way to do this could be to cluster previous users’
utterances and find the cluster of prior user utterances closest to
the current user’s input. Then, the system can use the cluster of
utterances to make suggestions to the current user.

7.2 Mental models: identify gaps and tailor
We found effects of users’ prior experiences on mental models,
which aligns with prior work that personal characteristics can im-
pact mental models of recommendation systems [86, 93]. However,
we were surprised to find no effect of explanations on users’ mental
models, despite differences in prior work [7, 105]. The impact of
users’ prior experiences with natural language systems may have
overpowered the impact of explanations in our short study.

Participants often understood that the system was matching
words in their utterances to a knowledge base. This matching is
common in natural language systems that the general population
interacts with on a regular basis, like search 10, chatbots [2, 142],
and personal voice assistants [143]. Our system explanations may
have primarily reinforced ideas about keyword matching. For ex-
ample, the system-map explanation mapped the words from a user’s
utterance that were matched to the knowledge base to select each
component in the flow. The system-top explanation provided the
top matches from the knowledge base. In contrast, the social expla-
nations suggested words to add or remove from utterances. This
included not only the core terms used by the system to match to
components, but also words that impacted the structure and order-
ing of a flow, like ‘when’, ‘then’, or ‘and.’ The social-add explanation
also suggested phrases, which are more likely to indicate writing
style and structure. Participants were much less likely to talk about
the trigger-action structure needed, correctly identify how the sys-
tem ordered output flows, or correctly discuss problematic words
or writing styles. These properties are specific to systems like ours,
that generate complex multi-step processes, compared to systems
commonly available to the general public. One reason participants
may have been more successful in the social-add and social-both
conditions is due to the information provided beyond matching.

In order to effectively use a system, users must establish a mental
model that matches the specific conceptual model of a system [44].
Another way to think about explanations moving forward may be
to explain the differences between a system and other well-known
similar systems, as these gaps can lead to misconceptions. For sys-
tems with a broad user population, segments of the population
may have different gaps in mental models. Researchers have be-
gun to suggest tailoring of explanations, such as based on personal
characteristics like need for cognition [86], age-level [93], or style
preferences [62]. Our work suggests that future systems might con-
sider tailoring explanations based on users’ prior experience with
similar types of systems and how a particular system differs from
other common conceptual models. By personalizing explanations,
systems can reduce the amount of information needed to clarify
the critical and unique elements of a particular system.

10https://developers.google.com/knowledge-graph/

7.3 Task design considerations for evaluating
explanations

Our study provides new insight into the evaluation of explanations
for natural language and generative systems through a large-scale
study in a working system. Much of the prior work in this area has
focused on scenario-based explorations and evaluations [45, 115].
However, proxy tasks and subjective measures may not predict
actual performance with systems [21]. Our study enables us to
compare explanation types in a controlled way and capture users’
true performance with the system. We were somewhat surprised
that the system-map and system-top explanations did not help users
more. We discuss how our task design may have impacted these
outcomes and provide suggestions for future ways to evaluate users’
performance based on explanations.

Our tasks asked users to write natural language utterances to
describe three provided flows. In designing tasks to evaluate ex-
planations, we considered whether the tasks should ask users to
generate a particular flow or a flow of their choosing. We chose to
provide specific goal flows, as our Mechanical Turk participants
likely had less experience with the applications in our flows than
typical users. This means that it might be difficult for users to think
of an automation flow to describe. Providing goal tasks, however,
may have had an impact on which explanations helped users the
most. Imagine a user who is thinking of their own flow. This user
may not know all of the possible flow components available, making
a system-top explanation more useful. Future work should addition-
ally evaluate the impact of explanations in open-ended tasks, where
users design their own flows.

Further, in this study, we evaluated three tasks and aimed for
them to have similar complexity so that users might be able to learn
and improve across the tasks. However, for complex systems, small
numbers of tasks may not cover all of the important qualities of
a system. One way to assess more tasks without requiring longer
study times is to select a small number of tasks for each user from a
larger task bank [7]. Having a larger task bank would also support
having more tasks of varying difficulty. We found that task A had
higher success rates and efficiency than tasks B and C. While the
sentence structure and terms in task A were relatively straight-
forward based on the task and example sentence, tasks B and C
were more complicated. Participants often had difficulties in tasks
B and C using terms from the tasks that were not recognized as
natural language by the system, like ‘mailmessage’, which needed
to be described in a common English term like ‘email.’ Thus, tasks
B and C had lower success rates and were more challenging for
participants. Different difficulty tasks may benefit from explana-
tions differently. For example, in Task C, social-add and social-both
had close to double the successful repairs as the other conditions,
compared to tasks A and B, which had smaller gaps between the
success rates. In addition to creating a broad set of tasks to address
the entirety of a system, future work should consider evaluating
explanations with a variety of task complexity levels in order to
understand the types of tasks where explanations will provide the
largest impact for users. These evaluations could also help us to un-
derstand whether users would benefit from adaptive explanations,
based on the complexity or type of task.
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7.4 Limitations
Our study has several limitations: our user population, task setup,
and the length of the study. While we attempted to make our tasks
generic enough that they would be accessible to the general popula-
tion, our tasks were still business-focused. Many of our participants
likely had not heard of some of the applications used. This may
have limited the vocabulary they used. Another potential impact
on users’ natural language was the task setup. In order to ensure
that the goal of the task was clear to the general population, we
provided the exact flows, including natural language terms, in the
tasks. Users could leverage this natural language for their own in-
puts and sometimes did. However, many participants used diverse
natural language, attempting to describe the flows in their own
words. Further, the provided flows did not instruct users on how
to formulate the sentences into natural language, which was an
important aspect of the task. Having users work with our system
for only four tasks over a short period of time limited how much we
could study the impacts of explanations on better understanding of
the system. It is possible that longer exposure to the system and
explanations could have led to some explanations having a larger
impact on performance or mental models.

8 CONCLUSION
In this work, we evaluated the impact of six explanation types on
the use and mental models of a working natural language system
that generates flows. Our data suggest that our explanations that
suggested task-specific terms to improve utterances may be more
helpful to users than explanations that focus primarily on suggest-
ing words to modify, demonstrating how terms are used to match
to a knowledge base, or demonstrating the confidence of the sys-
tem. Participants were more able to modify their utterances with
social-add explanations, got more tasks correct, and used the so-
cial explanations more when they modified their utterances. Users
will likely benefit from a system that suggests concrete terms and
phrases, as well as explanations that are adapted to users’ current
context and mental model. Our results and recommendations have
the potential to support users across the many existing and future
natural language and generative systems.
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A NATURAL LANGUAGE TO FLOW SYSTEM
IMPLEMENTATION DETAILS

The natural language to flow system has three steps, as shown
in Figure 8: 1) parsing, 2) matching, and 3) ordering. We provide
visualizations of the system outputs for parsing and matching for
the natural language input: “When there’s a new message on slack,
create files on dropbox”.

A.1 Parsing
The system first parses the natural language input using the Ab-
stract Meaning Representation (AMR); as we discuss in Section
3.3.1, this allows our parse to be agnostic to syntactic variations
in utterances describing the same flow [9]. The graph has a root
and is directed. The nodes and edges of the graph are labeled with
properties and roles that the corresponding word plays in the sen-
tence, depending on the known concepts that the AMR model has
been trained with. Figure 9 shows an AMR parse tree. The system
then uses heuristics to detect triples that can represent components
(applications, actions, and objects) using the parts of speech, and
edge and node types, predicted by AMR.

A.2 Matching
The matching is done using a knowledge graph. Figure 10 shows a
visualization of the knowledge graph for two applications, Slack
and Dropbox. The objects for those two applications are connected

to their own applications, as well as related applications. For each
node, the knowledge graph contains metadata, like descriptions
and the types of data that are involved, and the operations that
can take place for an object. The system attempts to match the
relevant words from the parse in the previous step to the nodes and
metadata in the knowledge graph. This results in a set of candidate
components for a flow that include an application name, object and
operation.

A.3 Planning
The final planning stage acts as a constraint satisfaction problem
with the following objective:

- Enforce that all detected components are in the flow;
- Enforce the a trigger, if detected, makes it to the beginning
of the flow;

- Enforce that all detected orderings are maintained, unless
overridden by the trigger in case of a conflict; and

- Pipe outputs of one component to the input of another, based
on the name of the object property as specified in the API
specification of that component – this makes flows that have
known data flow among components more likely, in addition
to maintaining that the previous constraints hold.

- Produce a list of required properties of the detected com-
ponents that the user needs to fill in to complete the flow
before deployment.

Figure 8: The processing pipeline for the natural language to flow system, comprising of three stages of 1) Parsing what the
user said, 2) Matching to what the system understands; and 3) Ordering identified components in the desired flow.
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Figure 9: The AMR representation for the natural language input: “When there’s a new message on slack, create files on dropbox”.
The (red) overlay indicates the transformation of the detected entities later in the Matching stage, they are not part of the AMR
representation (notice how the “new message” instruction is interpreted as a CREATE operation even though not explicitly
specified.

Figure 10: The knowledge graph representation of the entities detected in the natural language input: “When there’s a new
message on slack, create files on dropbox”. These are overlaid in red on the AMR parse tree in Figure 9 – this is the purpose of the
Matching stage in the pipeline, i.e. to convert the items detected in the user input to entities understood by the system.
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