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Hide or Highlight: Understanding the Impact 
of Factuality Expression on User Trust

• Large language models (LLMs) often produce convincing but non-factual information, known as “hallucinations”.

• Factuality estimates can help users identify incorrect information in AI-generated answers.

• A common method for presenting factuality estimates is using visual highlights on content that is estimated to be either 
more or less factual, which assumes that the original AI-generated answer is always disclosed to the user.

• Can we build user trust by hiding less factual content, either by removing it or making it vague? 

• In this work, we explore four strategies for presenting an AI-generated response with factuality estimates and a baseline:

AMBIGUITY STRATEGY IMPLEMENTATION

Used an LLM to generate atomic facts for each sentence 
and annotated factuality (Min et al. 2023)

Used an LLM to convert each incorrect fact to an ambiguous statement 
and aggregate them into a single sentence

HUMAN SUBJECT EXPERIMENT

TAKEAWAYS: Hide low factuality 
content rather than highlighting it

• Opaque or Ambiguity strategies 
outperformed traditional 
highlighting strategies, increasing 
trust without compromising 
perceived quality.

• Depending on the context, we 
recommend dynamic disclosure 
methods to avoid omitting 
potentially valuable information.

RQ1. How do varying strategies affect user trust and reliance in AI?
• Trust Belief: Transparent, Attention, Baseline < Opaque, Ambiguity (p<.05)
• Appropriate Compliance: Transparent < Opaque, Ambiguity (p<.01)
• Perceived Transparency: No significant difference 
RQ2. How do varying strategies affect the perceived answer quality?
• Correctness: Transparent, Attention, Baseline < Opaque, Ambiguity (p<.05)
• Relevance, Conciseness, Completeness, Coherence: No significant difference
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TRANSPARENT (Highlights less factual content) OPAQUE (Removes less factual content)

AMBIGUITY (Makes less factual content vague)ATTENTION (Highlights factual content)

BASELINE (No factuality estimates)


	Slide 1

