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Selecting an effective utterance among countless possibilities that match a user’s intention poses a challenge
when using natural language interfaces. To address the challenge, we leveraged the principle of least collabo-
rative effort in communication grounding theory and designed three grounded conversational interactions: 1)
a grounding interface allows users to start with a provisional input and then invite a conversational agent to
complete their input, 2) a multiple grounding interface presents multiple inputs for the user to select from, and
3) a structured grounding interface guides users to write inputs in a structure best understood by the system.
We compared our three grounding interfaces to an ungrounded control interface in a crowdsourced study
(N=80) using a natural language system that generates small programs. We found that the grounding interfaces
reduced cognitive load and improved task performance. The structured grounding interface further reduced
speaker change costs and improved technology acceptance, without sacrificing the perception of control. We
discuss the implications of designing grounded conversational interactions in natural language systems.
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1 Introduction
Natural language (NL) interfaces are increasingly provided to support novices in using technical
systems more easily. For example, NL interfaces are used to create short programs [59, 94], configure
mashups of IoT services [50], construct diagrams [102], or request information from a database [1].
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The recent advancements in NL systems using large language models (LLMs) have made it more
accessible than ever before to accomplish engineering tasks like programming and data manip-
ulations using naturalistic prompts [2, 29, 47]. Our work focuses on the use of an NL interface
for a workflow automation system that integrates business applications or data. For example, a
user can write a sentence such as “when there is a new attendee on Eventbrite, add a subscriber
on MailChimp" and the system will generate a short program that automates the workflow. The
use of NL interfaces is promising because people find it natural, intuitive, and easy to use such
interfaces [88].
However, NL systems face the challenge of abstraction matching, which refers to the difficulty

of formulating an utterance with an appropriate level of abstraction that matches the system’s
capabilities, such as selecting suitable words, grammar, and structure that the system can take [39, 68,
86]. This challenge becomes more prominent in the tasks involving transactional utterances, where
the extraction and recognition of specific linguistic features are particularly essential, as opposed to
non-transactional utterances that are less structurally analyzable. Even with the recent emergence
of LLMs, discovering an input prompt to yield a desired output is still necessary because the models
tend to favor certain prompt formats and paraphrases, i.e. prompt engineering [70, 78, 83]. A prior
study found that end-users do prompt engineering opportunistically rather than systematically and
struggled to make progress in LLM outputs [103]. Continuous failures to provide a ‘matching’ input
can lead to user frustration, reduce user acceptance of the technology, and make users abandon the
system [104].

To address this challenge, Liu et al. proposed grounded abstraction matching [68] – when a user
submits an NL utterance, the system performs an action and subsequently translates it back to
a naturalistic utterance, allowing the user to learn from it. Through interviews, the researchers
discovered that this approach promoted explanation and debugging, enhanced users’ trust and
confidence, and impacted users’ mental models. Ourwork builds on this prior work [68] by designing
and comparing various interfaces that implement grounded abstractionmatching in a conversational
interface. Beyond the benefits identified in the prior work, we further evaluated communication
costs and task performance associated with different designs of grounded interactions, which are
crucial to consider in order to foster positive human-AI interactions.

To design interfaces to support grounded abstraction matching [68], we employed the principle
of least collaborative effort in communication grounding [16]. This principle explains that it takes
more effort to design a proper utterance than to design an improper utterance and invite a partner’s
help. Based on this principle, we designed a conversational grounding interface with key design
goals: 1) provisional first input: the agent first asks the user to compose part of the final sentence
rather than a complete sentence, 2) shared responsibility of input presentations: the user and the
agent take turns to present how they want to write the input, and 3) collaborative revision reference:
they refer to each other’s inputs and revise them. However, these principles may lead to higher
speaker costs due to more exchanges with the agent or higher formulation costs due to the need to
modify the agent’s inputs. We designed a multiple grounding interface, which aims to reduce the
cost of switching conversational turns by presenting more than one input in each agent’s turn. We
also designed a structured grounding interface, which aims to reduce the cost of formulating a full,
unconstrained sentence by allowing users to write keywords or short phrases in a fill-in-the-blank
style. We compared these interfaces with an ungrounded control interface, which incorporates
traditionally established practices for effectively writing an input such as providing best input
examples and output explanations.

We conducted a between-subjects experiment with participants from Amazon Mechanical Turk
(N=80). Each participant used one of the four interfaces: grounding, multiple grounding, structured
grounding, and control interfaces. Participants were given two tasks, with the goal to write a

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW2, Article 363. Publication date: November 2024.



Grounding with Structure: Exploring Design Variations of Grounded Human-AI
Collaboration in a Natural Language Interface 363:3

sentence describing a trigger-action program to automate a workflow. They responded to survey
questions about their cognitive load, acceptance and perceptions of the system, and experiences
with the system. We also measured task performance and communication costs such as speaker
change costs and formulation costs.
Our results showed a positive impact of the grounding interfaces, especially when offering

guidance for the structure. Overall, the grounding interfaces reduced participants’ cognitive load
and increased the task performance compared to the control interface. Furthermore, participants
using the structured grounding interface succeeded in their task and accepted the system more at a
lower speaker change cost and cognitive load than participants using other interfaces. Contrary to
our expectations, participants using the structured grounding interface also felt less constrained
and more in control than participants using other grounding interfaces.
Our contributions are three-fold. First, we propose a novel conversational interaction design

that embodies the principle of least collaborative effort. Second, we compare various designs of
grounding interfaces in terms of communication cost and task performance and suggest that ground-
ing interactions with structured input fields are the most effective design without constraining
users. Lastly, we offer design implications for designing conversational grounding interfaces in
NL systems, providing insights and recommendations for the future development of human-AI
collaboration.

In the following sections, we review prior literature in Section 2, explain our formative study in
Section 3, and outline our design goals in Section 4. Sections 5 and 6 detail the methodology and
results of our experiment, followed by the discussion and the conclusion in Sections 7 and 8.

2 Background and Related Work
We begin by discussing the abstraction matching problem, which is a critical challenge in natural
language systems, and review the relevant research and technology designs that address this issue.

2.1 Abstraction Matching Problem
Our work focuses on a goal-oriented NL system that enables users to automate a workflow by
integrating data and business applications. NL interfaces have been increasingly developed for
this task automation purpose [30, 36, 82] and other similar programming tasks [59, 101], database
query processing [1], IoT and mashup configurations [67], data visualizations [88], and web page
designs [51]. NL interfaces are intuitive, natural, and easier to learn compared to traditional
interfaces that require users to use programming languages and software protocols to operate the
system [32, 97]. The recent emergence of large language models (LLMs) supports the promising
future for their utilization in various use cases even more [2, 29, 47, 68]. Graphical user interfaces
(GUIs) are an alternative method that has been traditionally used for task automation including
commercial applications (e.g., IBM App Connect1, Microsoft Power Automate2, Zapier3, IFTTT4).
Huang et al. compared a crowd-sourced NL interface and a GUI when creating trigger-action
program rules and found that they are comparable in terms of outcome quality [35]. However,
GUIs often have a steep learning curve as it depends heavily on visual cues (e.g. buttons, icons) and
designing effective GUIs is also challenging. For example, GUIs in the task automation context may
expose either too many or few functionalities [36] which makes it difficult for users to discover
ways to build their programs [10]. It is also challenging to automate complex programs because

1https://www.ibm.com/cloud/app-connect
2https://powerautomate.microsoft.com/digital-process-automation/
3https://zapier.com
4https://ifttt.com/
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they may require handcrafted composition of entities by users, whereas NL interfaces can reduce
such complex GUI interactions [10, 56].
One caveat of NL interfaces is that users have difficulty selecting an NL input from the near-

infinite space of naturalistic inputs that they believe the system will reliably map to a satisfactory
solution, which is referred to as abstraction matching [68, 86]. This problem also exists in NL systems
that utilize LLMs, which require users to figure out effective inputs to elicit better responses, known
as prompt engineering [69]. Specifically, LLMs tend to favor certain prompt formats, such as open-
ended question prompts (e.g., ‘Where did John invite Mark?’), which outperform restrictive prompts
(e.g., ‘John invited Mark to home. Output True or False’) [3]. Sarkar et al. articulated the problem as
“fuzzy”, because the systems can now afford an extremely wider range of input abstractions than
traditional models, and consequently, users find it more difficult than before to learn and generalize
from the results on how to write effective inputs [86].

The abstraction matching problem is not new and has existed in traditional NL systems including
task-oriented chatbots. For example, researchers found that people use a surprisingly large variety
of words to refer to the same object or commands in terminals and dialogue systems, as known
as the “vocabulary problem" [24], which led to research efforts to create shared vocabulary of
concepts and relations [95]. Intent detection and action mapping are related concepts but they
focus on different aspects. Abstraction matching focuses on the user’s responsibility in which
a user tries to adapt their utterances in a way that is appropriate for the system to understand.
Intent detection focuses on the system’s responsibility of identifying the user’s intention given an
utterance, while action mapping determines the system’s specific executions. Goal-oriented NL
systems incorporate various deterministic modules that are triggered based on detected intents in
the input sentence. These models often cannot parse and understand arbitrary NL inputs reliably
for goal-oriented interactions [48, 79]. Therefore, users have to learn how to write inputs that
the system can reliably process and find it difficult to form accurate mental models about system
capabilities [66, 71]. People also struggle to evaluate whether their NL inputs are improving in a
way that is best for the system to operate [38].

2.2 Natural Language Interface Designs
Traditional NL systems have included various nudging and training methods [96] to address the
abstraction matching problem. The first method is breaking down a larger interaction required to
perform a complex task into smaller interactions to support user input. Researchers have enabled
users to do this in a variety of ways such as through creating multiple steps to incrementally
perform the task [87], dividing the task into multiple sub-tasks [100], and most commonly, using
conversational interfaces. Researchers have increasingly advocated the use of conversational inter-
faces for complex tasks including end-user programming [13, 59, 94], data science [22], and mashup
configurations [50]. A conversational interface can effectively provide structural guidance and ask
clarification questions through multiple conversational turns [13], but creates more opportunities
for errors as the complexity of conversations increases [22]. Researchers have explored ways to
improve the basic conversational interface. For example, the direction of communication (i.e., who
is leading the conversation) changed users’ perceptions of the system in a word game [4].
Another way to help users write reliable NL input is through input suggestions. Systems often

provide generic examples of commands that are available to manage user expectations of the
expected linguistic structure and in/out-of-scope operations [84]. Even recent technologies such
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as Apple’s Siri5, Amazon’s Alexa6, and ChatGPT7 present prompt examples. A study of multiple
methods of providing examples showed that in-situ command suggestions were best at supporting
the discovery of commands [90]. Similarly, NL systems also provide auto-completion to predict
next words [9, 39, 88, 93, 102] and adaptive command templates [25, 73]. Adding additional web
forms in addition to NL commands, such as drop-down menus, multiple choice selection, and
sliders, may help communicate the system understanding to the user and allow the user to clarify
any ambiguities or errors [34, 46, 57, 88]. For example, Analyza [20] and Datatone [26] provide
widgets either for generalization or for disambiguation. While these web forms might also work
in a task with limited capabilities, these forms will be not well-suited for NL interfaces with
expanded functionalities, including iterations and contextual information. Explanations of the
results could also help users rephrase their inputs in order to receive a better outcome in future
interactions. Systems provide explanations in a variety of ways, like messages and suggestions [61,
62], paraphrased and annotated user inputs [30], visual explanations [18, 49], and providing the
context of a conversational interaction [37].
NL systems can guide or even force users to write reliable input through constrained NL. For

example, CONVO is a constrained NL-based programming system in which commands have to
be stated exactly for the system to understand [94]. However, there are mixed results regarding
the benefits and drawbacks of constrained and unconstrained NL. When using constrained NL
for a language learning game, users performed similarly to those using unconstrained language
but had lower mental effort [75]. An artificial language also outperformed NL in accuracy and
user preference for human-robot interaction (HRI) [76]. However, constrained NL may work less
successfully as interactions get more complex [8] and reduce controllability, thereby decreasing
user acceptance of the system [21]. Another study looked at four levels of restriction in NL along
the ‘Formality Continuum’ for semantic web search, from keyword-based to NL sentences, and
found that unconstrained NL was ranked best by users [45]. Following these best practices, we
present interface designs that allow users to write a provisional input that a conversational agent
then builds upon, suggest reliable inputs and explanations in-situ grounded on the user’s previous
inputs and the system results, and provide structures that contrain users to write their NL input.

2.3 Grounding in Human-AI Communication
Liu et al. proposed the concept of grounded abstraction matching [68] in the context of end-user
programming in which the NL system translates the generated code back into an NL utterance. This
allows the user to observe this NL utterance and develop their mental model for future interactions
with the system. Through an interview study comparing grounded and ungrounded techniques,
the researchers demonstrated mostly qualitative evidence that the grounded approach helps debug
errors, increases users’ trust and confidence in using the system, and shapes user mental models of
what can and can’t be done [68]. Building on this study, our research broadens the understanding
of the grounded approach, particularly on how to design grounded abstraction matching.
Communication grounding is the process in which the participants of a conversation attempt

to update the common ground [11, 15, 16]. While formulating a comprehensible utterance at first
attempt would be ideal, repair is often inevitable if it fails and grounding can become critical in
this process. There are two phases in communication: the presentation phase, in which a speaker
presents an utterance, and the acceptance phase, in which an addressee provides evidence of
whether they understood the utterance. The theory includes the principle of least collaborative

5https://www.apple.com/siri/
6https://alexa.amazon.com
7https://chat.openai.com/
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effort in which participants in a conversation try to minimize their collaborative effort – the work
they both do from the initiation of each contribution to its mutual acceptance. The principle writes
that “speakers often realize that it will take a more collaborative effort to design a proper utterance
than to design an improper utterance and enlist their addressees’ help.” We apply the principle of
least collaborative effort to the design of an NL interface by allowing a user to collaborate with
AI to design a proper utterance. To effectively test this grounding interface design, we selected
challenging tasks where a user is unlikely to succeed at initial utterance and tries to repair with
the least collaborative effort. We investigated the following research question with the associated
hypothesis: RQ1. How did the grounding interface impact the cognitive load?

H1. Cognitive load of participants will decrease in the grounding interface compared to the
ungrounding interface because they share the responsibility with the system to formulate
the utterance that generates a correct output.

Designing for least collaborative effort could result in costs. We focus on two of these costs in this
work, speaker change costs and formulation costs. Speaker change costs refer to the effort it takes
to switch between speakers, which could be reduced by doing more within a turn. Formulation
costs are a result of planning and authoring the NL in a conversation. The theory explains that “it
costs more to formulate perfect than imperfect utterances [16].” We designed two additional NL
grounding interfaces that focus on reducing these costs. The Multiple grounding interface suggests
multiple NL utterances at each turn to reduce speaker change costs. The Structured grounding
interface provides a template for the input structure to reduce formulation costs. We therefore
explored the following research question with corresponding hypotheses: RQ2. How did the
grounding interfaces impact the communication costs?

H2-1. The Multiple grounding interface will reduce speaker change costs than the other interfaces
because the agent presents more information in each turn.

H2-2. The Structured grounding interface will reduce formulation costs than the other interfaces
because the interface allows a user to write keyword-style inputs than a free-form input.

While grounding with least collaborative effort is a natural process in human-human communi-
cation, researchers have begun to see its opportunities to support human-AI interactions, especially
agent-human communication. Some argue that achieving ‘common ground’ is critical in designing
usable conversational interactions with systems [11, 53, 65]. Researchers identified opportunities
for improving dialog interactions through communication grounding, in particular during repair
and use of evidence [33]. Cho et al. studied grounding in conversations between a user and a
personal assistant, recommending that the user and the agent should be conversational partners,
rather than bystanders [15]. Further studies using communication grounding theory found that
users benefit from agent suggestions [5], users prefer to have an understanding of the state of
agent knowledge [58], and users have a potential preference for explicit feedback over implicit
feedback [105]. However, people may fundamentally question grounding with agents [17] and even
be averse to having a proactive agent attempting to collaborate with the user [63]. Building on
existing AI research leveraging communication grounding, our study aims to enhance our empirical
understanding of the impact of various grounding interface designs on user perceptions of the
system. Hence, our next research question was: RQ3. How did the grounding interfaces impact
user perceptions, i.e. technology acceptance, perceptions of control, and perceptions of
constraint of the NL system?

H3-1. Technology acceptance will increase when using grounding interfaces compared to the un-
grounding interface because users find the systemmore helpful and improve their productivity
by completing their provisional input and providing suggestions.
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H3-2. The Structured grounding interface will reduce the perceptions of control and increase the
perceptions of constraint than other interfaces because users are not able to freely modify
the main structure of the input.

Further, researchers found benefits of grounding in achieving a successful outcome. For example,
Gergie, et al. demonstrated that shared visual information can reduce collaborative effort by helping
users recognize when a worker is performing incorrect actions, thereby achieving faster and better
task performance [27]. While many prior works focus on grounding through visual technology, we
posed the following research question for NL systems: RQ4. How did the grounding interfaces
impact task performance?

H4. The task performance will increase when using grounding interfaces compared to the un-
grounding interface because participants can better understand the system capabilities
through grounding and able to formulate better utterances.

There have been existing research and technology designs that used the grounding theory and its
principles [5, 55, 91, 92]. For example, Ashktorab et al. used the grounding principles to design repair
strategies in a conversational breakdown and investigated user preferences [5]. Unlike existing
research, our study is unique in the embodiment of least collaborative effort principle in the design
of a conversational NL interface with the purpose of bridging the gap between user mental models
and the system capabilities. We isolated individual elements of interest (e.g., number of utterances,
input template) across three grounding interface designs and conducted a systematic and empirical
evaluation of their effectiveness across multiple dimensions.

3 Formative Study
The goal of our formative study was to understand how users would communicate in a conversa-
tional way to direct an agent to generate an automation flow in the context of our system. Thus
we ran a wizard-of-oz formative study, in which a user conversed with a researcher acting as an
intelligent agent to generate short programs in real time.

3.1 Method
Each session involved one participant and two researchers, a moderator and a researcher simulating
a conversational agent. The moderator created a unique task for each session so that the conversa-
tional agent simulator would not know the participant’s goal. The user’s task was to generate a
small trigger-action program using NL (e.g., Fig. 5). The participant conversed with the simulated
agent through Slack to generate the flow in NL. The simulated agent provided two types of NL
feedback to the user: 1) rephrasing the user’s input to confirm understanding, and 2) asking clarifi-
cation questions with multiple options (e.g. “What would you like to do with Gmail? For example,
you can send an email or create a contact.”). The agent also provided screenshots of the generated
programs based on the user’s inputs. Finally, the moderator asked follow-up questions about what
was helpful and challenging. The sessions took place over video conferencing software and were
recorded, with the participants’ permission. The study sessions were up to 30 minutes, with the task
portion lasting up to 15 minutes. We recruited 11 participants from internal messaging channels
within a large IT company. Three researchers transcribed participants’ responses, grouped and
labeled related responses independently in an affinity diagram, and discussed common responses.
Next, we report three relevant themes of responses that guided our interface designs in Section 4.
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3.2 Preliminary Findings
3.2.1 Missing keywords in the first interaction. Only four participants (36%) provided the important
keywords critical for success in their initial interaction with the intelligent agent. A few participants
mentioned that providing a structured template might be useful to address this problem.

The agent could even like say hey, I have some similar scenario flow do you want to reuse
those instead of create a new one, just make small changes that will be more productive,
because then I don’t have to create from scratch. -F1

3.2.2 Structuring input. Participants were allowed to choose how to structure their interaction
with the intelligent agent facilitator. We found that there were two main strategies participants
used to formulate their utterances. Eight participants (73%) broke the utterance down into pieces
and provided them to the intelligent agent one by one. The other three participants (27%) attempted
to provide all or most of the information about the program in one utterance to the intelligent
agent.

Ideally, I would have liked to just write it in one sentence and be able to send that message,
but then I liked that when it was wrong, we could like, look at parts of it when the agent
said like ‘is this correct’, and I was like ‘no’, and then I knew which parts we were looking
at I was like ‘okay, oh, I didn’t say Salesforce’. -F5

3.2.3 Agent feedback and suggestions. Six participants appreciated that the agent rephrased and
confirmed the flow.

It was very helpful when she asked me ‘does this look right?’ because it allows me to have
some kind of guidance of what I’m doing and to make the small corrections -F1

For those who broke up their inputs, the intermediate feedback allowed them to check their program
to gain more confidence in what they were doing, get guidance on what they could do better in the
future, and make small changes based on what the intelligent agent generated so far.

It was helpful when I was using the wrong words or the wrong type of action, she told me
the options available -F6

Overall, participants benefited from the intermediate feedback and suggestions they received from
the simulated conversational agent, and liked to break up their NL input into parts, but needed
more guidance knowing the key elements and structure of the input. Along with these results, we
used the principle of least communication effort in communication grounding theory to design
interactions aimed at reducing the effort of abstraction matching in the following study.

4 Interface Design and System
We discuss our design goals and the four conversational interfaces that we implemented for the
between-subject design experiment.

4.1 Design Goals
Inspired by the formative study and the principle of least collaborative effort in communication
grounding theory [16], we developed three design goals for grounding interfaces for NL systems.
(1) Provisional first interaction: The grounding interfaces do not expect a user to make a

perfect NL input in their first attempt. The interfaces instead ask a user to write a provisional
input at first, like which applications to connect. In contrast, the ungrounded NL interface
expects a user to make a proper input in their first attempt.

(2) Shared responsibility of input presentations: In the grounding interfaces, it is a shared
responsibility between the agent and the user to create an input that meets the user’s goal and
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Fig. 1. Grounding interface. The agent invites a user
to write a provisional input at first (A). The agent
generates a workflow and translates the flow back to
an NL utterance (B), which allows the user to observe
and revise in subsequent interactions.

Fig. 2. Multiple grounding interface. As highlighted,
the agent presents more than one input to reduce
speaker change costs.

system capabilities, thereby the user’s effort is less than the total effort. In the ungrounded
interface, it is solely the user’s responsibility to formulate the input.

(3) Collaborative revision reference: In the grounding interfaces, the agent and the user
build on each other’s inputs and revise collaboratively. In the ungrounded interface, the user
revises their own previous inputs.

In addition to the key design goals of grounding, we followed three general design goals in all
interfaces. First, explainable AI (XAI) research has supported the use of explanations to justify
algorithmic decisions or suggestions [80]. Therefore, we highlighted keywords in the user input to
help users understand what words are parsed in the system. Second, visual feedback is generally
more effective to support user decisions than text-only feedback [23]. Thus, agent responses
provided flow diagrams to represent each agent input. Third, all interfaces provided an example
input before a user interacts with the system for the first time, which is common in NL interfaces.

4.2 Conversational Interface Designs
Based on the design goals, we implemented four conversational interfaces: grounding, multiple
grounding, structured grounding, and control interfaces. Considering the iterative nature of their
grounding approach, it was appropriate to leverage the conversational interface. As illustrated
in Fig. 1, agent inputs are prefaced with a bot icon on the left, user inputs are given a dark gray
background. The input field is at the bottom of each interface. For simplicity of the study, users
and the agent alternated turns, each providing one input or response at a time. We iterated on the
design by collecting feedback from independent pilot testers to validate the understandability and
usability of our system.

4.2.1 Grounding interface. In the grounding interface (Fig. 1), the agent begins by asking the
user to provide the application names they would like to connect, based on our provisional first
interaction design goal. Next, the agent generates the workflow diagram and translates the diagram
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Fig. 3. Structured grounding interface. The user is
given specific input boxes to provide their provisional
input (A). In the following interactions (2), a user writes
keywords to fill in the blanks of the structured input
boxes (B) rather than writing a sentence in free form,
to reduce formulation costs.

Fig. 4. Ungrounded control interface. Similar to
other interfaces, the design was guided by the estab-
lished best practices to guide abstraction matching
such as suggesting input examples and providing
visual feedback with highlighted keywords as expla-
nations.

back to an NL utterance, based on our shared responsibility of input presentations design goal. We
describe how the agent’s input is generated in Section 4.3. The user can modify the agent’s input
by clicking ‘Edit query’ button, based on our collaborative revision reference design goal, or type
their own input into the input box.

4.2.2 Multiple grounding interface. The multiple grounding interface (Fig. 2) aims to reduce speaker
change costs by having the agent providemultiple options for NL utterances. Themultiple grounding
interface includes all of the features of the grounding interface with one difference: when the agent
responds to the user’s input after the first interaction, the agent provides two suggested flows
rather than just one. Ideally, providing two agent input options will lead to a higher likelihood that
one is correct, thus reducing the number of turns needed by the user and agent to converge on a
correct input. Researchers empirically tested different number of flows and found that our system
generally predicted the correct flow within the first two flows, implying that providing more than
two flows is unnecessary.

4.2.3 Structured grounding interface. The structured grounding interface (Fig. 3) aims to reduce
the formulation cost of modifying the agent’s input. Formulation cost is the effort associated with
deciding what words and structure should be used to communicate [16]. The structured grounding
interface includes the features from the grounding interface with one difference: the agent provides
a structured template for the user to write an input, rather than a free-form input box. For the user’s
first interaction with the conversational agent, they can see two input boxes to enter application
names and can add or remove input boxes (Fig. 3-1). Once the agent suggests an input, the user can
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edit it in a template format (Fig. 3-2). The interface forces users to write an input in the format
‘When there’s a [trigger event] on [application], [action] on [application]’, which they can add or
remove action phrases (i.e., ‘and [action] on [application]’). Pilot testers mentioned that sometimes
it takes too much effort to revise the agent input due to the constrained nature of this particular
interface and it would be easier to start over. Based on their suggestion, we implemented a ‘start
over’ button that allows users to restart the conversation by asking for application names again
and 10 participants used this feature as a result.

4.2.4 Control interface. This is the control interface for comparison that does not include the
grounding design goals (Fig. 4). Inspired by the ungrounded interface proposed in the priorwork [68],
we strengthened the interface design by incorporating best practices in conventional NL systems to
avoid the straw man fallacy, which is oversimplifying the opponent’s argument. The agent begins
by providing the user with an example input and asks the user to write an NL sentence. The user
can type in a full sentence to try to generate their flow correctly. Then, the agent responds with
the generated flow diagram, highlights recognized words in the user’s input as explanations, and
enables users to easily modify their own previous input by automatically copying the previous
input into the input field. In case of ambiguous words, the system unhighlighted them to imply that
the system did not recognize those words. The system showed error messages when the system
detects a pre-defined error type, which includes Empty input (a user submits an empty input),
Time-out (the system is not able to process the input within a reasonable time), Missing app name
(no application name is detected), and Network error (network connection is unstable). These error
messages were infrequent, yet they effectively mitigated user frustration when errors happen. All
of these strategies were also included in the other interfaces so that we can isolate the effect of
grounding and its variations.

4.3 Natural Language System Architecture for Workflow Automation
We designed our NL interfaces in the context of workflow automation system, which generates
short programs that integrate applications. We focus on trigger-action programming capabilities
that are commonly used in similar automation tools (e.g., Zapier8, IFTTT9) or IoT programming
contexts. When a user writes a trigger-action program in an NL sentence, the system identifies
applications, a trigger event, actions, and objects. Then, it creates a short program that is represented
by a flow diagram. Fig. 5 illustrates an example flow diagram generated by an input ‘when there’s a
new incident on ServiceNow, send a message on Slack, and send an email on Gmail’. The system
identifies ServiceNow, Slack, and Gmail as applications, a new incident as a trigger event, send as
an action, and a message and an email as objects.

Fig. 5. An example program represented by a flow diagram. An NL input “when there’s a new incident on
ServiceNow, send a message on Slack, and send an email on Gmail’ will generate the program.

The system has four main steps that take place to process an NL input, generate a program, and
write an NL utterance for the agent to suggest: 1) parsing, 2) matching, 3) planning, and 4) generating
inputs. The system first parses the input, using an Abstract Meaning Representation [6, 7, 77]. It
8https://zapier.com/
9https://ifttt.com/
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Table 1. Demographic profiles of participants. The total number of participants for each factor is reported
in the Total column. The number of participants who were associated with each condition is reported. The
mean and standard deviation are reported for factors measured using a Likert scale.

Factors Range Total Control Grounding Multiple Structured
Gender Male 44 12 15 9 8

Female 36 8 5 11 12

Age

18-29 years 17 4 4 3 6
30-39 years 29 5 6 12 6
40-49 years 24 5 8 4 7
50-59 years 5 3 0 1 1

60 years or older 5 3 2 0 0

Education

Less than high school degree 1 1 0 0 0
High school degree or equivalent 16 2 3 6 5

Some college but no degree 16 6 2 1 7
Associates degree 5 2 1 1 1
Bachelors degree 37 7 12 12 6
Graduate degree 5 2 2 0 1

AI experience
I have heard about AI in the news, friends, or family 56 9 14 18 15

I closely follow AI-related news 15 4 5 2 4
I have some work experience and/or formal education related to AI 9 7 1 0 1

Writing skills 1: Poor - 7: Excellent 5.71 (1.02) 5.85 (0.81) 5.90 (0.97) 5.65 (1.35) 5.45 (0.88)
Interaction with chatbots 1: Never - 7: Very Frequently 4.43 (1.84) 4.95 (1.93) 4.5 (1.96) 3.80 (1.40) 4.45 (1.96)
Programming experience 1: No experience - 10: Expert 2.26 (1.06) 2.50 (1.00) 2.50 (1.05) 2.00 (0.97) 2.05 (1.19)

uses this parsing information to determine important keywords in the input such as application
names, objects, actions, as well as the structure of the input (e.g., which parts of the input refer to
the trigger and actions). This parsing works best if the utterance uses NL, rather than any type
of pseudocode, and a structure that indicates the trigger and subsequent actions, like “when [ ],
do [ ] and then [ ].” The system then attempts to match those keywords to a knowledge graph.
The knowledge graph is a static structure that contains the meta-data for the possible triggers and
actions, along with descriptions. From the knowledge graph, the system obtains top matches for
trigger events, actions, objects, and applications for the flow. For example, given an application
name, the graph can return strongest candidates of action and object by calculating the closest
nodes from the application node, therefore handles synonyms or ambiguous words. Using the
candidates provided by the knowledge graph, an AI planner [40–44] determines the order of the
flow components. The system can generate one or more flows. Proposed flows are produced in
a native YAML format, similar to JSON. For the grounding interfaces, the system generates the
agent’s suggested input by translating the YAML to an NL sentence. More specifically, we created a
sentence by inserting application names, actions, objects, and trigger events included in the YAML
into a predetermined sentence template. In all grounding interfaces, we used the same sentence
template to control its effect such as ‘When there is a/an [trigger event] on [application], [action]
[object] on [application], and [action] [object] on [application].’ We used the same system across
conditions to control the performance of the system. Technical details of the system can be found
in this paper [10]. While we chose a conventional system design in this experiment, our findings
could generalize to recent NL systems using LLMs as the problem and the design of grounded
abstraction matching is applicable to any NL systems as we explained in Section 2.

5 Method
We conducted a between-subjects design experiment with four conditions. Each condition was
associated with one of the interface designs: grounding, multiple grounding, structured grounding,
and control interfaces.
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5.1 Participants
We recruited crowdworkers from the Amazon Mechanical Turk platform. People who were 18 years
old or older, located in the United States, and native English speakers were eligible to participate in
our study. We recruited people who have less than moderate programming experience [89] to focus
on the target audience of our NL system generating short programs and to control confounding
effects. Workers whose number of approved tasks was greater than 1000 and HIT approval rate
was greater than 98% were allowed to work on our task, in order to receive quality responses. We
also asked an attention check question in the post-task survey, and manually inspected individual
responses to enhance data quality. We therefore excluded data from 3 participants out of the 83 total
submissions. As reported in Table. 1, 80 participants completed the study with valid responses, 20
participants for each condition. We found no significant differences in gender, age group, education,
AI experience, writing skills, interaction frequency with chatbots, and programming experience
across conditions.

5.2 Study Procedure
We conducted an online user study that lasted less than 30 minutes. We first distributed a qualifi-
cation survey to get a list of qualified workers who were interested in our study. We invited the
qualified participants to the actual task page. Participants signed a consent form and completed a
pre-task survey that asked about their background information and prior experience with AI and
conversational agents. Then, they read instructions about how to use the interface and completed
two tasks. They could move on to the next task when they submitted a correct input for the task or
the timer has ended (10 minutes per task at maximum). After completing the tasks, they submitted
a post-task survey. Participants were compensated $3.63 for completing the user study (based on
US federal minimum wage) and $0.30 for the qualification survey. We provided a bonus payment
($0.25) for each correct task.

5.3 Tasks
The goal of the tasks was to type an NL input into a chat in order to generate a small program that
connects business applications. We designed two independent tasks [98], each with a hypothetical
scenario and a visual goal flow diagram that a user needs to generate through their NL utterances.
The task order was counterbalanced within a condition. The tasks are the following:

(1) Imagine that you work on an IT support team. When a problem is created in ServiceNow,
you want to automate a series of tasks. You want to 1) search for all channels related to the
problem in Slack and 2) update every task with new file attachments on Asana.

(2) Imagine that you gave a talk to potential customers and you told them that they can email
you if they want the slides, which are stored in Dropbox. When there is an incoming mail in
your Msoffice inbox, you want to automate a series of tasks: 1) share the slides, 2) make an
appointment using Msoffice calendar, and 3) update their contact information on Insightly.

We purposely designed the tasks to be challenging for non-programmers and those unfamiliar
with the system to avoid a ceiling effect (the majority of people achieve close to the highest possible
score, and the variance in an independent variable becomes attenuated). Also, we would expect
that the grounding interfaces would be the most necessary in cases where users have difficulty
entering a successful NL input at the first trial. We iteratively adjusted the difficulty of the tasks
through separate pilot tests, distinct from the formative study mentioned earlier.

5.4 Measures
We used survey responses and system logs to answer our research questions.
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5.4.1 Survey responses. We asked questions about cognitive load to answer RQ1 and questions
about user acceptance of the system, perceptions of control and constraint to answer RQ3.

• Cognitive load: Participants rated their cognitive load while using the system through four
questions: their mental demand, performance, effort, and frustration while doing the tasks.
Each question used a 20-point scale, adopted from NASA-TLX [31]. We averaged these four
scales to calculate the cognitive load measure (𝛼=.87).

• Technology acceptance: Participants rated their acceptance of the system using five ques-
tions [54], adopted from the technology acceptance model [19], with a seven-point scale (e.g.,
‘I would use the system if it was available’, ‘I found the system to be helpful’, ‘I found the
system to be able to improve my productivity’). We averaged these five scales to calculate
the technology acceptance measure (𝛼=.96).

• Perception of control: Participants rated their agreement with the following question on a
seven-point scale: ‘I felt that I was in control of the system’ [54].

• Perception of constraint: Participants rated their agreement with the following question
on a seven-point scale: ‘I feel constrained to write the sentence in a certain way.’

5.4.2 System logs. Using system logs, we measured speaker change costs and formulation costs to
answer RQ2. We measured the number of correct task outcome to answer RQ4.

• Speaker change costs: We counted the number of conversational turns in which the user
sent an input. The number of turns can be used as a proxy for speaker change costs because
the agent and the user take turns one by one and cannot interrupt while the other is forming
a response.

• Formulation costs: We measured the time in seconds that users took to write their input in
each turn to estimate formulation costs.

• Task performance: Wemeasured whether a user’s input generated the goal flow successfully
for each task (0: fail, 1: success).

5.5 Analysis
When analyzing survey responses such as participants’ cognitive load and acceptance of the
system, we constructed a linear regression model using the condition as a independent variable.
We conducted an F-test to calculate the statistical significance. If there was a significant effect with
more than two conditions compared, we ran a post-hoc test with the Bonferroni correction to find
pairs with a significant difference. When analysing speaker change costs, formulation costs, and
task performance, we constructed a linear mixed-effects regression model using the condition as a
fixed effect variable and the task ID and the participant ID as random effect variables to account for
the variability between the two tasks and the participants. We calculated the statistical significance
using likelihood-ratio chi-squared tests [74]. We ran a post-hoc test with the Bonferroni correction
when significant results were found.

6 Results
We show the effects of proposed interfaces on the cognitive load (RQ1), communication costs (RQ2),
acceptance and perceptions of the system (RQ3), and task performance (RQ4). We also explore users’
interactions based on our design goals. The descriptive statistics of all measures are summarized in
Table 2. For linear mixed-effects models, we report full model outputs in the Appendix. All charts
depict means and standard errors.
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Table 2. Descriptive statistics of results for all conditions. We report the means and standard deviations in
parentheses.

RQ Measure Grounding Multiple Grounding Structured Grounding Control
1 Cognitive load 13.80 (3.96) 14.30 (4.73) 10.01 (7.57) 15.21 (5.01)
2 Speaker change costs 7.60 (3.80) 6.98 (3.03) 4.48 (2.41) 6.50 (2.59)

Formulation costs 26.04 (12.41) 26.13 (12.34) 36.41 (26.50) 34.52 (26.8)

3
Technology acceptance 2.18 (1.53) 1.89 (1.18) 3.30 (2.22) 2.24 (2.03)
Perception of control 2.35 (1.57) 2.65 (1.53) 3.75 (2.10) 3.05 (1.88)

Perception of constraint 6.2 (1.01) 6.3 (1.45) 5 (2.08) 6.15 (1.69)
4 Task performance 0.35 (0.48) 0.35 (0.48) 0.63 (0.49) 0.23 (0.42)

Fig. 6. Impact of interfaces on cognitive
load. Participants rated lower cognitive load
when using the grounding interfaces, par-
ticularly the structured grounding interface,
compared to the control interface.

Fig. 7. Impact of interfaces on speaker
change costs. The structured grounding in-
terface led to significantly lower speaker
change costs than other grounding inter-
faces.

6.1 Cognitive Load (RQ1)
We found a significant effect of interface on the cognitive load of participants (𝐹 (3, 76) = 3.48, 𝑝 =

.02). Post-hoc tests revealed that participants reported lower cognitive load when using the struc-
tured grounding interface compared to the control interface (𝑝 = .02) or the multiple grounding
interface (𝑝 = .09). Comparing grounding interfaces (N=60) and the control interface (N=20), the
grounding interaction affected cognitive load with a marginal difference (𝐹 (1, 78) = 2.94, 𝑝 = .09).
Participants reported lower cognitive load when using grounding interfaces (M=12.70, SD=5.86)
than those who used the control interface (M=15.21, SD=5.01). We, therefore, support the hypothesis
that the grounding interfaces can lower the cognitive load, especially when using the structured
grounding interface (H1 accepted).

6.2 Communication Costs (RQ2)
6.2.1 Speaker change costs. We found a significant effect of interface on speaker change costs
(𝜒2 (3) = 13.47, 𝑝 = .004). Post-hoc tests revealed that the structured grounding interface had
significantly lower speaker change costs than the grounding interface (𝑝 = .002) and the multiple
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Fig. 8. Impact of interfaces on
user acceptance of the system.
Participants indicated higher
technology acceptance when us-
ing the structured grounding in-
terface than the multiple ground-
ing interface.

Fig. 9. Impact of interfaces on
the perception of constraint.
Participants felt less constrained
when using the structured
grounding interface than the
multiple grounding interface.

Fig. 10. Impact of interfaces on
the perception of control. Partic-
ipants felt more in control when
using the structured grounding
interface than the grounding in-
terface.

grounding interface (𝑝 = .02). Comparing grounding interfaces (N=60) and the control interface
(N=20), there was not a significant impact of grounding on speaker change costs (𝑝 = .85). Hence,
our hypothesis was not supported that our multiple grounding interface lowered the speaker
change costs (H2-1 rejected). Instead, the structured grounding interface (M=4.48, SD=2.41) lowered
the speaker change costs compared to the grounding interface (M=7.60, SD=3.80) by 3.12 turns,
and compared to the multiple grounding interface (M=6.98, SD=3.03) by 2.5 turns, as reported in
Table 2.

To further understand why the multiple grounding interface did not reduce speaker change costs,
we considered the Levenshtein distance10, or the number of character edits to change between the
user’s input and the agent’s first and second input options. Of the 154 cases where users edited
agent inputs in the multiple grounding interface, in 128 cases (83%), the user’s input was closer to
the agent’s first input than to the agent’s second input. This means that users were making less use
of the second input suggested by the agent, reducing the impact of having multiple options.

6.2.2 Formulation costs. We hypothesized that the structured grounding interface would reduce
formulation costs by providing an input structure that could reduce the time to modify the agent
input. We did not find a significant difference in formulation costs across interfaces (𝑝 = .17), thus
our hypothesis was not supported (H2-2 rejected). We discuss possible reasons in Section 7.

6.3 Technology Acceptance and Perceptions (RQ3)
We evaluated 1) user acceptance of the system and 2) perceptions of control and constraint. Overall,
participants were more likely to accept the structured grounding interface than the multiple
grounding interface. Participants felt less constrained andmore in control when using the structured
grounding interface than other interfaces.

6.3.1 User acceptance of the system. The interface predicted user acceptance of the system with
marginal significance (𝐹 (3, 76) = 2.38, 𝑝 = .08). Pairwise comparisons revealed that participants
accepted the structured grounding interface more than the multiple grounding interface with
10https://pypi.org/project/editdistance/
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marginal significance (𝑝 = .09). There was no significant difference in user acceptance of the
system between participants using the grounding interfaces (N=60) and the control interface (N=20)
(𝑝 = .65) (H3-1 rejected).

6.3.2 Perceptions of control and constraint. One risk of having the system more involved in the
construction of inputs is that users might feel more constrained or less in control of the system.
This was a particular concern for the structured grounding interface, which users were not able to
freely modify the main structure of their input. We found a significant effect of the interface on the
perception of constraint (𝐹 (3, 76) = 2.90, 𝑝 = .04) and a marginally significant effect of interface
on the perception of control of the system (𝐹 (3, 76) = 2.31, 𝑝 = .08). Post-hoc tests revealed that
participants who used the structured grounding interface felt marginally less constrained than
those who used the multiple grounding interface (𝑝 = .07) and felt marginally more in control
than those in the grounding interface (𝑝 = .09). Therefore, paradoxically, participants using the
structured grounding interface felt less constrained and more in control, rather than the opposite
(H3-2 rejected).

6.4 Task Performance (RQ4)
We hypothesized that enabling users to work together with the agent to formulate NL inputs
would improve users’ ability to generate correct outcomes using the system. Comparing the
grounding interfaces (N=60) and the control interface (N=20), the grounding interaction affected
the task performance with marginal significance (𝜒2 (1) = 3.83, 𝑝 = .05). Participants showed
higher task performance when using the grounding interfaces (M=0.44, SD=0.50) compared to the
control interface (M=0.23, SD=0.42), thus our hypothesis was supported (H4 supported). When
comparing interfaces individually, we found a significant effect of interface on the task performance
(𝜒2 (3) = 9.67, 𝑝 = .02). Post-hoc tests revealed that the structured grounding interface had a
significantly higher task performance than the control interface (𝑝 = .01). In sum, the grounding
interfaces increased the task performance and the structured grounding interface significantly
increased the task performance than the control interface. Note that the task performance was
evaluated for each task with a binary score 0 (fail) and 1 (success). Therefore, the mean task
performance scores in Table 2 imply that successful task completion rate, which are about 35–63%
when using the grounding interfaces, while it’s only 23% when using the control interface. We
successfully designed challenging tasks in order to effectively answer our research questions of
whether grounding interfaces could support users when they fail in the first submission, resulting
in generally low scores across interfaces.

6.5 Supplementary Analysis: User interactions and Demographic Factors
In this section, we report additional insights on how participants interact with the key design goals
of the grounding interface, and the effects of demographic factors. We first measured whether
users chose to write application names to start as requested by the agent or write a complete
sentence instead (design goal 1). Most participants took advantage of the option to start of with a
provisional interaction. In the grounding condition, 16 and 15 participants did so for tasks 1 and 2
respectively, of the 20 participants. In the multiple grounding condition, 14 and 11 participants did
so for tasks 1 and 2 respectively. For structured grounding condition, 19 and 17 did so for tasks 1
and 2 respectively.

We measured whether users chose to modify the agent’s inputs by clicking ‘Edit query’ button,
rather than writing their own in the textbox, as a proxy to understand whether users shared the
responsibility of input formulation (design goal 2 & 3). In the grounding interface, on average 69%
(𝑆𝐷 = 24%) of user inputs were edits of the agent’s input. For the structured grounding, participants
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edited a previous agent utterance 66% (𝑆𝐷 = 12%) of the time. For the multiple grounding interface,
56% (𝑆𝐷 = 21%) of inputs were edits of the agent’s input. One possible reason for the less usage of
agent input in the multiple grounding interface is that providing multiple inputs added extra effort
to use the agent inputs, leading users to provide their own inputs instead. To further elaborate
how users collaborated with the agent, one actual conversation (shortened) from a participant is
presented below:

User: servicenow, slack, asana, asana
Agent: When there’s a ticket updated on Servicenow, create message on Slack and
create tags on Asana
User: When there’s a problem created on Servicenow, show slack channels, update every
task in asana, attach files asana
Agent: When there’s a problem created on Servicenow, create channel on Slack and
create tasks on Asana and create attachments on Asana
User: When there’s a problem created on Servicenow, create channel on Slack and
updateall tasks on Asana and create attachments on Asana
Agent: When there’s a problem created on Servicenow, create channel on Slack and
updateall tasks on Asana and create attachments on Asana
User: When there’s a problem created on Servicenow, retrieveall channel on Slack and
updateall tasks on Asana and create attachments on Asana [generates correct flow]

The user first started with a provisional input and the agent returned a complete sentence as a
starter. In the rest of the conversation, the user and the agent collaboratively revised the previous
inputs by adding, editing, reordering, or correcting keywords (actions, objects) and phrases.

Additionally, we investigated whether there is any interaction effect between any demographic
factors and the interface designs. We found significant interaction effects between the age group
(encoded numerically) and a few key dependent variables as the following:

(1) Cognitive load (𝐹 (7, 72) = 3.53, 𝑝 < .01): Younger participants reported significantly lower
cognitive load when using the structured grounding interface, while other interfaces had no
significant difference across age groups.

(2) User acceptance of the system (𝐹 (7, 72) = 3.56, 𝑝 < .01): Younger participants reported
significantly higher acceptance of the system when using multiple and structured grounding
interfaces.

(3) Perceptions of control (𝐹 (7, 72) = 2.86, 𝑝 < .05): Younger participants reported significantly
higher perceptions of control when using multiple and structured grounding interfaces.

There were no other significant interaction effects among demographic factors (e.g., gender, age,
education, writing skills, interaction frequency with chatbot). While demographic factors were not
our focus, these additional findings imply that the structured grounding interface is even more likely
to be accepted by younger participants, reducing cognitive overload and increasing perception of
control. The multiple grounding interface also showed similar findings except cognitive load. One
possible explanation is their existing familiarity with digital communication, such as texting or
messaging apps, positively influenced their experience with our grounding designs. We encourage
researchers to further explore the relationship between age and grounding strategies.

7 Discussion
We discuss the implications of designing grounding interfaces, the generalizability to other con-
versational and NL systems, and the limitations of the study.
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7.1 Design Implications
This study advances our empirical knowledge of grounding interface designs to address the ab-
straction matching problem. Our results further identified that the structured grounding interface is
the most effective design to implement grounded abstraction matching. Our grounding interfaces
embodied the principle of least collaborative effort by enabling users to write a provisional input
such as application names at first and inviting a conversational agent to complete the input. Pro-
viding system-generated NL utterances and allowing users to easily edit the utterances encouraged
users to revise their inputs in a way that matches system capabilities. In fact, we provided empirical
evidence that participants edited the previous agent utterance 69% of the times when using the
grounding interface. Our results demonstrated that grounding interfaces can reduce users’ cogni-
tive load and increase their task performance, while previous research did not yield a significant
quantitative difference in cognitive load and task performance between grounded and ungrounded
conditions, owing to the variable effects of a think-aloud protocol and easiness of the tasks [68].
The grounding approach also aligns with the objectives of nudging, particularly the ‘facilitate’
mechanism [12], in which diminishing individuals’ mental or physical effort can encourage them
to pursue a predefined set of actions. Thus, we recommend designing conversational interfaces
that allow users to provide provisional inputs that the system can then help the user to refine.
We also found that the structured grounding interface enhanced the effects of grounding by

improving user acceptance of the system without users feeling constrained. The technology ac-
ceptance model [19] explains that perceived ease of use is a key factor influencing an individual’s
acceptance of the system. Participants using the structured grounding interface may have felt it
easier to write their input with a given structure, increasing user acceptance of the technology.
While NL systems often strive for naturalness by allowing users to create their input in a free
form [32, 52, 81, 97], our results suggest that naturalness may not be the most important factor in
goal-oriented conversations. This aligns with prior work findings, that moderately constrained
languages can yield similar or better acceptance of the system without negatively impacting user
experience [75], especially in situations where users do not expect social interaction with the
agent [64]. Our work shows that a system can provide a structure for the user’s input, leading
to improved performance and acceptance, without the user feeling constrained in what they can
write. While our study revealed the effects of structuring in the grounding context, it is important
to acknowledge that the structuring design may have its own merits in contexts where there is a
limited solution space and technical entities to be connected.

Recently, research and applications leveraging large language models have increasingly embraced
structured interfaces for effective prompt engineering [60, 99, 100]. For instance, a prompt builder
for Midjourney11 (AI art generator) has been developed to accommodate inputs with specific
structures. While an ideal AI model should be able to decipher user intentions from any inputs,
adopting a structured interface remains a possible solution considering the limitations of the current
technology as well as user challenges associated with prompt engineering. Our research findings
provide insights into how these structured interfaces could be further improved by incorporating
the grounding approach.

We also found that the structured grounding interface reduced speaker change costs in commu-
nication, but did not impact formulation costs. Given that the task performance was the highest in
the structured grounding condition, we can infer that participants using the structured grounding
interface stopped the conversation early after generating a correct task outcome, thus reducing
speaker change costs. We did not find a significant decrease in formulation costs when using the
structured interface, possibly due to the additional costs of interacting with UI components (e.g.,

11https://promptomania.com/midjourney-prompt-builder/
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button, input boxes). Another possible explanation is that the savings in formulation costs may not
be significantly correlated with the syntax or structure of the input, but rather the semantic factors
such as the use of appropriate keywords and grammar. Therefore, designers should be aware of the
trade-off between the costs of system interaction and the costs of grounding, while also identifying
the primary source of the formulation costs.

While recent work indicated that multiple replies from a conversational agent could improve user
experience [14], we did not find that effect in the multiple grounding condition. One reason could
be that the first input generated by the agent was much more effective than the second agent input,
so users in the multiple grounding interface condition gained less from knowing the second input
compared to users in other conditions who received only one input each time. This aligns with the
problem of finding the appropriate ‘number of search suggestions’ in search engines, which refers
to a challenge in information retrieval where it returns too many or too few suggestions when
users type in a query. Researchers have devised methods to improve the relevance and diversity
of search suggestions, making it more effectively for users to find the information they need [72].
Likewise, we anticipate that the speaker change costs would have been reduced if additional agent
inputs had helped users achieve the goal more effectively than receiving just one input each time.
One way to generate more relevant and diverse inputs dynamically is to use multiple algorithms,
such that each algorithm has been optimized differently to generate inputs (e.g., high precision and
high recall algorithms [54]).

7.2 Generalizability of Designs and Results
7.2.1 Applying and generating grounding agent interactions. Our study implemented the ideas from
the principle of least collaborative effort using one input (i.e., “what are the apps you want to
connect?”) to guide users’ provisional input and a predetermined template (e.g., “When there’s
an [event] on [app], [action] on [app]”) to provide agent inputs. This allowed us to control the
performance and type of inputs that the agent provided for this experiment. In order to apply this
type of support in other NL systems, there are two main design decisions to make: 1) what are
the questions the system asks the user, and 2) how will the system generate the agent’s suggested
inputs? We used human intelligence to choose a good question to request provisional input with
full knowledge of the tasks. Determining a good question to ask for provisional input in a variety
of contexts and tasks is a challenging but beneficial step forward in applying the grounding design
studied in the paper and could be a compelling use of AI in assisting. For example, our system could
have asked a user to input the first step in their flow, rather than the application names. Future
work should explore how to construct these questions to obtain minimal information needed for the
system to generate a suggested input. Moreover, agent responses would be generated dynamically,
rather than using a static template. To generate the agent’s suggested inputs, a system could
leverage a set of successful NL inputs from other users or system designers to train a distribution
of words using generative NL models, essentially learning one or more templates for successful
interactions with the system. Future work could explore whether more variation in the suggested
inputs better reduces effort and helps users perform tasks successfully with an NL system.

7.2.2 Grounding beyond conversations. Though we designed and implemented our grounding
interfaces in the context of conversational interactions, the ideas could be implemented in other
types of NL or constrained NL contexts. For example, many NL systems using basic text input
fields [30, 73, 84, 88] or widgets (e.g., drop-down menus, multiple choice selections) [101]. While
these interactions lack the traditional ‘conversational’ visual form, there is still a back-and-forth
exchange of information between the user and the system (i.e., a user submits NL input and receive
feedback message from the system such as pop-up windows or error texts). Thus, systems with this

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW2, Article 363. Publication date: November 2024.



Grounding with Structure: Exploring Design Variations of Grounded Human-AI
Collaboration in a Natural Language Interface 363:21

structure can still allow users to input provisional inputs, provide one or more suggested inputs
from the system, and provide structured guidance for the input as in our conversational interface.

7.2.3 Tasks beyond automating workflows. Our tasks to generate flows from NL represent complex
problem-solving tasks. We believe that our findings generalize to other tasks in which users must
form accurate mental models of AI systems to make reliable requests. For example, a customer
service chatbot can adapt the grounding interactions to assist customers more reliably [5]. In
cooperative gaming contexts, grounding can be useful to enhance understanding of their AI
partner [28]. Enterprise resource planning (ERP) systems can use the grounding approach as they
often have restricted NL query interface to retrieve data from knowledge bases [85]. For simple or
familiar tasks, grounding interactions may not be necessary because users would already know
how to make a reliable input on their first attempt.

7.3 Limitations and Future Work
We intentionally designed difficult tasks as it was reflected in the low average values in task
performance. This decision was necessary to determine whether grounding interfaces could support
users when systems do not work in the first submission. The decision was also influenced by the
previous research [68] in which they suggested that their high success rate could have been
responsible for insignificant quantitative differences in cognitive load or usability. Consequently,
the task performance among participants was generally low, which might have also lowered the
technology acceptance overall. While the task design was appropriate for our research purpose, we
anticipate a higher task performance and technology acceptance in real-world applications. We
were unable to study our system and interventions over a longer period of time. There might be
different impacts of the grounding interfaces over time, where users have a better understanding
of the system after using the grounding interface than the control interface, leading to more
efficient and successful interactions. We ran our study using Amazon’s Mechanical Turk, which has
known limitations such as the user population, as in any other crowdsourcing platforms. Therefore,
our study is limited to the demographic makeup of the participants. Specifically, the participants
consisted of crowdworkers with limited programming experience. While lay users should be
able to write a NL input to automate a given workflow using our interface, we do not intend to
generalize our results to the population who are familiar with automation tasks or tools. Also, we
were only able to consider a limited set of communication costs, while there are other types of
communication costs [16]. More research is necessary to explore different types of communication
costs in grounding interactions. For example, the delay cost for generating inputs was controlled in
this work but should be considered when implementing grounding in future systems where agent
inputs are generated by different algorithms. While we only focused on grounding in NL interfaces,
we encourage future work to compare other types of interfaces such as GUI interfaces, which still
structure the interactions while having less of the grounding conversations.

8 Conclusion
To address the abstraction matching problem, this work advocates for the idea of grounding between
a user and an NL system as a way to connect the system’s capabilities and the user’s intentions.
We designed NL interfaces based on the principle of least collaborative effort in communication
grounding theory in which a user writes a provisional input at first and invites a conversational
agent to collaborate and complete their input.We showed the effectiveness of grounding interactions
in reducing the cognitive load of users and increasing task performance. Further, giving more
guidance on the input structure in the grounding process reduces the cost of changing speakers
and increases acceptance of the system without the user feeling constrained or losing control. Our
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findings have the potential to benefit the design of a variety of NL systems beyond conversational
interfaces and support users in completing complex tasks where users need to develop accurate
mental models of the system.
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A Statistical Model Summary
We summarize full model outputs of linear mixed-effects regressionmodels that showed significance.

Table 3. Speaker change costs

Likelihood ratio test
Effect logLik 𝜒2 p
Condition -374.1 13.47 0.004***

Fixed Effects
Estimate (𝛽) SE 95% CI t

Intercept 6.50 0.65 5.18 7.82 9.98
Grounding 1.10 0.86 -0.62 2.82 1.27
Multiple grounding 0.48 0.86 -1.24 2.19 0.55
Structured grounding -2.03 0.86 -3.74 -0.31 -2.34

Random Effects
Variance S.D.

Task ID 0.10 0.32
Participant ID 6.19 2.49
Residual 2.58 1.61

Table 4. Task success rate

Likelihood ratio test
Effect logLik 𝜒2 p
Condition -90.2 9.668 0.022**

Fixed Effects
Estimate (𝛽) SE 95% CI t

Intercept 0.23 0.10 0.03 0.42 2.33
Grounding 0.13 0.13 -0.13 0.38 0.97
Multiple grounding 0.13 0.13 -0.13 0.38 0.97
Structured grounding 0.40 0.13 0.14 0.66 3.10

Random Effects
Variance S.D.

Task ID 0.00 0.05
Participant ID 0.12 0.34
Residual 0.10 0.31
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